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Abstract

The Bradley-Terry-Luce (BTL) model is one of the most widely used models for ranking a collection of items or
agents based on pairwise comparisons among them. Specifically, given n agents, the BTL model endows each agent i
with a latent skill score αi > 0 and posits that the probability that agent i is preferred over agent j in a comparison
is αi/(αi + αj). In this work, our objective is to formulate a hypothesis test that determines whether a given pairwise
comparison dataset, with k comparisons per pair of agents, originates from an underlying BTL model. We formalize this
testing problem in the minimax sense and define the critical threshold of the problem. We then establish upper bounds
on the critical threshold for general induced observation graphs (satisfying mild assumptions) and develop lower bounds
for complete induced graphs. Our bounds demonstrate that for complete induced graphs, the critical threshold scales as
Θ((nk)−1/2) in a minimax sense. In particular, our test statistic for the upper bounds is based on a new approximation we
derive for the separation distance between general pairwise comparison models and the class of BTL models. To further
assess the performance of our statistical test, we prove upper bounds on the type I and type II probabilities of error. Much
of our analysis is conducted within the context of a fixed observation graph structure, where the graph possesses certain
“nice” properties, such as expansion and bounded principal ratio. Additionally, we derive several other auxiliary results
over the course of our analysis, such as bounds on principal ratios of graphs, ℓ2-bounds on BTL parameter estimation
under model mismatch, stability of rankings under the BTL model with small model mismatch, etc. Finally, we conduct
several experiments on synthetic and real-world datasets to validate some of our theoretical results. Moreover, we also
propose an approach based on permutation testing to determine the threshold of our test in a data-driven manner in these
experiments.

Index Terms

Bradley-Terry-Luce model, hypothesis testing, minimax risk, spectral methods, principal ratios of Markov matrices.

I. INTRODUCTION

In recent years, the availability of pairwise comparison data and its subsequent analysis has significantly increased
across diverse domains. Pairwise comparison data consists of information gathered in the form of comparisons made
among a given set of items or agents. Many real-world applications, including sports tournaments, consumer preference
surveys, and political voting, generate data in the form of pairwise comparisons. Such datasets serve a range of purposes,
such as ranking items [2]–[12], analyzing team performance over time [13], studying market or sports competitiveness
[14], [15], and even fine-tuning large language models using reinforcement learning from human feedback [16], [17].

A popular modeling assumption while performing such learning and inference tasks with pairwise comparison data
is to assume that the data conforms to an underlying Bradley-Terry-Luce (BTL) model [2]–[6] as a generative model
for the data. Given n items {1, . . . , n}, the BTL model assigns a latent “skill score” αi > 0 to each item i, representing
its relative merit or utility compared to other items, and posits that the likelihood of i being preferred over an item j
in a pairwise comparison is given by

P(i is preferred over j) =
αi

αi + αj
. (1)

The BTL model is known to be a natural consequence of the assumption of independence of irrelevant alternatives
(IIA), which is widely used in economics and social choice theory [3]. However, the IIA assumption underlying the
BTL model has been questioned, and it has been shown that the BTL model may not always accurately capture real-
world datasets [18]–[20]. For instance, in the case of sports tournaments, the BTL model is incapable of capturing the
home-advantage effect, which refers to the possible advantage that a home-team may experience when playing against
a visiting team. The home-advantage effect has been observed in several sports, such as soccer [21] and cricket [22],
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and ignoring this effect can lead to biased estimates of the skill scores of teams. Additionally, real-world datasets may
exhibit non-transitive behaviors that violate the BTL model. To address these limitations, modifications of the BTL
model that incorporate the home-advantage effect [23, Chapter 10], Thurstonian models [24], and other generalizations
of the BTL model [7] have been explored in the literature. Furthermore, to capture more complex behaviors within
pairwise comparison datasets, various other models have been introduced, such as models based on Borda scores [25],
[26] and non-parametric stochastically transitive models [27]–[29].

Nevertheless, primarily because of its simplicity and interpretability, the BTL framework remains one of the most
widely used models. A large fraction of the associated results in the literature focuses on estimation of the skill score
parameters of the BTL model. Some popular approaches include maximum likelihood estimation [6], [7], rank centrality
(or Markov-chain-based) methods [10], [30], least-squares methods [12], and non-parametric methods [13], [27] (also
see [8], [9] for Bayesian inference for BTL models). Once the parameters are estimated, they are then used for inference
tasks, such as ranking items and learning skill distributions [14], [15]. As alluded to above, an inherent assumption for
such statistical analysis to be meaningful in real-world scenarios is that the BTL model accurately represents the given
pairwise comparison data. If the underlying data-generating process violates the assumptions made by the BTL model,
then the model’s predictions and guarantees cannot be trusted. Hence, it is important to develop a systematic method
to test the validity of the BTL assumption on real-world datasets. Such a method can help identify scenarios where
a BTL model can provide a useful approximation to the underlying preferences or skills, thereby providing essential
guidance for downstream applications.

In this work, our broad objective is to develop and address key questions concerning hypothesis testing for the BTL
model given pairwise comparison data. Specifically, we aim to formulate and rigorously perform minimax analysis of
a test that determines whether a given pairwise comparison dataset conforms to an underlying BTL model. Ideally,
we would like to develop a test that does not require additional observations beyond the usual k = O(1) comparisons
per pair of items, which is known to be sufficient for consistent parameter estimation (which means the relative ℓ2-
estimation error vanishes as n → ∞) [11]. As we will see, the critical threshold for our testing problem as well as its
type I and type II probabilities of error converge to zero as n → ∞ with k = O(1) observations. Hence, in this sense,
testing for BTL models can be performed under similar conditions on k and n as estimation of BTL model parameters.
We next delineate some related literature and then present the main contributions of this work.

A. Related Literature

This work lies at the confluence of two fields of study: preference learning and hypothesis testing. On the preference
learning front, the problem of analyzing ranked preference data has become increasingly important with the rise in the
availability of data on consumer preferences and web surveys. In a complementary vein, the analysis of preference data,
such as pairwise comparisons, has a rich history starting from the seminal works [2]–[6], [24]. Among the various
models proposed for ranking and analyzing pairwise comparison data, the BTL model [2] has emerged as one of
the most widely used and well-studied approaches. Initially introduced in [6] for estimating participants’ skill levels
in chess tournaments, the BTL model is a special case of the more general Plackett-Luce model [3], [4], originally
developed in social choice theory, mathematical psychology, and statistics contexts. The BTL model finds applications
in diverse domains, such as sports [31], [32], psychology [33], ranking of journals [34], fine-tuning large language
models [16], etc. We refer readers to [35], [36] for a comprehensive overview of different models of rankings.

In the literature, many studies have focused on estimating parameters of the BTL model and characterizing the
corresponding error bounds, cf. [7], [10], [11], [28], [30], [37]–[39]. For example, [10] introduces and analyzes spectral
estimation methods, [11] presents non-asymptotic bounds for relative ℓ∞-estimation errors of normalized vectors of
skill scores for both spectral and maximum likelihood estimators, and [28] provides graph-dependent ℓ2-estimation error
bounds for the maximum likelihood estimator. Another emerging line of work includes uncertainty quantification for
the estimated parameters, cf. [40]–[43]. For example, [40] proves the asymptotic normality of the maximum likelihood
estimator as well as the spectral estimator for BTL skill parameters. In a different vein, [14], [15] develop a technique
for estimating the underlying skill distribution of agents participating in a tournament, introducing a Bayesian flavor
to the BTL estimation problem.

On the other hand, hypothesis testing also has a rich history in statistics, ranging from Pearson’s χ2-test [44] to
non-parametric tests [45]. The classical literature develops some tests for the IIA assumption, e.g., [46], [47], but these
tests are based on asymptotic χ2-approximations. Moreover, testing for BTL models has been explored far less than the
estimation question in recent times. And to the best of our knowledge, no study has developed rigorous hypothesis tests
with minimax analysis to determine the validity of the BTL assumption in the literature. The minimax perspective of
hypothesis testing, which we specialize in our setting, was initially proposed by [48]. Among related works to ours, [49]
analyzed two-sample testing on pairwise comparison data, and [50] derived lower bounds for testing the IIA assumption
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given preference data. The formulations in [49], [50] are different to our formulation. For example, we quantify the
separation distance of a pairwise comparison model from the class of BTL models in terms of the Frobenius norm
rather than the variant of total variation (TV) distance used in [50]. For the special case of pairwise comparisons under
a complete induced observation graph, the lower bounds in [50] agree with ours in terms of the high-level scaling law
of the critical threshold with respect to n and k. However, their study does not focus on providing statistical tests and
corresponding upper bounds as we do in this work. Finally, in the alternative setting of online preference learning,
[51] studied the testing problem for various forms of stochastic transitivities and established upper and lower bounds
on the sample complexity for testing.

In this work, we also briefly explore the stability of rankings made under a BTL assumption when the underlying
model does not conform to this assumption. Indeed, since the BTL assumption may not perfectly hold in various
scenarios, it is crucial to examine the stability of rankings obtained under the BTL assumption. In the literature,
[25] provided empirical evidence that the BTL assumption is not very robust to changes in the pairwise comparison
matrix, and [52] proposed the Sync-Rank algorithm which treated the ranking problem as a group synchronization
problem, thereby eliminating the dependence of the algorithm on the BTL assumption. Furthermore, recent work by
[53] demonstrated the ineffectiveness of standard spectral methods for BTL parameter estimation in the presence of
even small fractions of Byzantine voters, and proposed a more robust Byzantine spectral ranking algorithm. In contrast
to these works, we introduce and utilize a new measure of separation distance that quantifies deviation from the class of
BTL models. As we will see, this measure is instrumental in our analysis to quantify the stability of BTL assumptions
in the context of rankings with respect to classical Borda count rankings.

B. Main Contributions
In contrast to the majority of the recent literature that focuses on estimation of BTL parameters, our work takes a

different approach by developing a systematic method for testing whether a given pairwise comparison dataset conforms
to the BTL assumption. Our main contributions are summarized below:

1) We devise a notion of “separation distance” that allows us to easily quantify the deviation of a general pairwise
comparison model from the class of all BTL models. Under some regularity conditions, we show in Theorem 1
that this measure is always within constant factors of the Frobenius norm distance between a general pairwise
comparison model and the class of BTL models. We then formulate our hypothesis testing problem for BTL
models in a minimax sense using this separation distance and also introduce a test statistic in (24) based on it.

2) We define the critical threshold for our testing problem and establish an upper bound on it in Theorem 2 for
general induced observation graphs (satisfying mild assumptions). Furthermore, we also derive upper bounds on
the type I and type II probabilities of error in Theorem 3. These bounds provide insights into the influence of
various parameters on the error decay rate.

3) We also provide an information-theoretic lower bound on the critical threshold for complete induced observation
graphs in Theorem 4, thereby demonstrating the minimax optimal scaling of the critical threshold (up to constant
factors).

4) Our test requires that the underlying observation graph and the pairwise comparison matrix satisfy certain
regularity assumptions, e.g., expansion and bounded principal ratio. To substantiate this, we identify different
classes of graphs in Section III-E (see Propositions 5, 6 and 8) that fulfill these criteria for all pairwise comparison
models.

5) We also prove several auxiliary results. For example, we utilize the notion of separation distance mentioned
above to analyze the stability of BTL assumptions in the context of rankings. More specifically, we investigate
the deviation from the BTL condition that is sufficient for the ranking produced under the BTL assumption to
differ from the classical Borda count ranking [54]. Our results in Proposition 9 show that a deviation of O(1/

√
n)

from the BTL condition is sufficient to produce inconsistent BTL and Borda rankings. As another example, during
our analysis, we also obtain ℓ2-estimation error bounds for (virtual) BTL parameters in Lemma 6 when the data
is actually generated by a general pairwise comparison model as opposed to a BTL model. These bounds also
highlight the robustness of the spectral ranking method under model mismatch.

6) Finally, we perform several experiments on synthetic and real-world datasets to validate some of our theoretical
results. Additionally, we propose a non-parametric approach based on permutation testing to determine the non-
explicit threshold of our hypothesis test in a data-driven manner in experiments.

C. Outline
The paper is organized as follows. Several notational preliminaries are presented in Section I-D. In Section II, we

introduce general pairwise comparison models, define the necessary terminology, and present the various regularity
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assumptions necessary for our analysis. In Section III, we present the main results of our work. Specifically, in
Section III-A, we introduce a notion of separation distance that allows us to measure the deviation of a pairwise
comparison model from the class of all BTL models. Additionally, we mathematically formulate the hypothesis testing
problem and introduce the associated testing rule. Section III-B provides an upper bound on the scaling of the critical
threshold for this hypothesis test. In Section III-C, we provide upper bounds on type I and type II probabilities of
error. Moreover, Section III-D introduces a matching lower bound on the critical threshold of the test proving minimax
optimality (up to constant factors). In Section III-E, we provide examples of different classes of graphs that meet
the required assumptions for all pairwise comparison models. We then move on to characterizing the stability of the
BTL model in Section III-F. In our paper, formal proofs of various propositions are available in Section IV, while the
upper bound proofs for the critical threshold (Theorem 2) and type I and type II probabilities of error (Theorem 3) are
provided in Section V. The proofs of lower bounds and stability results are presented in Section VI. In Section VII,
we present numerical simulations for synthetic data that support our theoretical results and also apply our testing rule
to both real-world and synthetic datasets. Finally, in Section VIII, we reiterate our results and provide some directions
for future research. Additionally, we present our remaining proofs in the appendices.

D. Notational Preliminaries

We briefly collect some notation here that is used throughout this work. We let R = (−∞,∞),R+ = (0,∞) and
N ≜ {1, 2, 3, . . . } denote the sets of real and natural numbers, respectively. For any n ∈ N, we let Rn and Rn×n be
the sets of all n-length vectors and n× n matrices, respectively, 1n ∈ Rn be the column vector with all entries equal
to 1, and [n] ≜ {1, . . . , n}. For any (index) set S ⊆ [n], we let 1S ∈ Rn denote a vector in which the entries are 1
for elements in the set S and 0 otherwise. Moreover, we let Pn denote the (n − 1)-dimensional probability simplex
in Rn, and 1A denote the indicator function on the set A. Next, for any vector x ∈ Rn, ∥x∥2 and ∥x∥∞ denote its
ℓ2- and ℓ∞-norms, xp denotes the entrywise pth power of x, i.e., xp = [xp

1, x
p
2, · · · , xp

n]
T, and diag(x) ∈ Rn×n is

the diagonal matrix with x along its principal diagonal. For any matrix A ∈ Rn×n, ∥A∥2, ∥A∥F, and Tr(A) denote
the standard spectral norm, Frobenius norm, and trace of A, respectively, Aij denotes the (i, j)th element of A, A:,i

denotes the ith column of A, and Aj,: denotes the transpose of the jth row of A (i.e., in column vector form). Let
σ1(A) ≥ σ2(A) ≥ · · · ≥ σn(A) represent the (ordered) singular values of A ∈ Rn×n. For an entrywise strictly
positive vector π ∈ Rn, we define a Hilbert space ℓ2(π) on Rn with inner product ⟨x, y⟩π =

∑n
i=1 πixiyi and

corresponding vector, operator, and weighted Frobenius norms ∥x∥π =
√
⟨x, x⟩π , ∥A∥π = sup∥x∥π=1 ∥xTA∥π , and

∥A∥π,F =
(∑

i

∑
j πjA

2
ij

)1/2
, respectively. Finally, we utilize standard Bachmann-Landau asymptotic notation, e.g.,

O(·), where it is assumed that the parameter n → ∞ or the parameter k → ∞, where n represents the number of
items and k is the number of pairwise comparisons per pair of items. Throughout this paper, we use “high probability”
to refer to a probability of at least 1− 1/poly(n), where poly(n) captures a polynomial function of n.

II. FORMAL SETUP AND GOAL

We begin by introducing a general pairwise comparison model. Consider a scenario where a set of n agents, indexed
by [n] with n ∈ N\{1}, engage in a tournament consisting of several observed pairwise comparisons. This scenario
is ubiquitous in many application domains, such as sports tournaments, discrete choice models in economics, etc. For
example, in a sports tournament, [n] represents the teams or players that play pairwise games with each other. Similarly,
in the discrete choice models in economics, [n] represents the available alternatives that an individual may choose from.

Within this context, we assume that each observation corresponds to a pairwise comparison between agents i and j
for distinct i, j ∈ [n]. We focus on a general asymmetric setting, where an “i vs. j” comparison can have a different
interpretation to a “j vs. i” comparison. For example, in an “i vs. j” comparison, i and j may represent the home-team
and the away-team, respectively. This type of asymmetry is common in sports like cricket, soccer, etc. [22], where it
is often observed that the home-team has a certain advantage over the away-team. Nevertheless, it is worth mentioning
that all our ensuing theorems, insights, and other results can be easily extended to the symmetric setting, where “i vs.
j” and “j vs. i” comparisons are considered equivalent.

In general, comparisons between all pairs i, j ∈ [n] may not be observed. To model this, we assume that we are
given an induced observation graph G = ([n], E) with vertex set [n] and edge set E , where an edge (i, j) ∈ E (with
i ̸= j) exists if and only if comparisons of the form “i vs. j” are observed. Additionally, for convenience, self-loops
are included in E for all vertices (i.e., (i, i) ∈ E for all i ∈ [n]). Let E ∈ {0, 1}n×n be the adjacency matrix of the
graph G with Eij = 1 if (i, j) ∈ E and 0 otherwise. We also define the projection operator PE(X) ≜ X ⊙ E for
X ∈ Rn×n, where ⊙ denotes the Hadamard product. Moreover, we assume that the edge set E is symmetric (i.e., the
graph is actually undirected); hence, if “i vs. j” comparisons are observed, then we require that “j vs. i” comparisons
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are observed as well. Finally, we assume that the graph is connected and is given a priori, i.e., it does not depend on
the outcomes of observed pairwise comparisons. (Connectedness of the graph is a required, standard assumption in the
literature, cf. [7], [55].) In the sequel, we will further specify several classes of graphs where we can prove theoretical
guarantees on hypothesis testing for the BTL model.

The next definition presents the general pairwise comparison model. Note that in the literature, various well-known
probabilistic models have been developed to capture pairwise comparison settings, such as the BTL model [2], [3],
[5], Thurstonian model [24], non-parametric models [27], [28], etc. These are all specializations of the general model
below.

Definition 1 (Pairwise Comparison Model). For any pair of distinct agents i, j ∈ [n], let pij ∈ (0, 1) denote the
probability that agent j beats agent i in a “i vs. j” pairwise comparison. We refer to the collection of parameters
{pij : (i, j) ∈ E , i ̸= j} as a pairwise comparison model (on E).

Furthermore, a pairwise comparison model can be aptly summarized by a pairwise comparison matrix P ∈ Rn×n

with

Pij ≜


pij , i ̸= j and (i, j) ∈ E
1
2 , i = j

0, otherwise
, (2)

where we have set Pii =
1
2 for notational convenience. In our analysis, we will find it convenient to assign a time-

homogenous Markov chain (or a row stochastic matrix) on the finite state space [n] to any pairwise comparison model.
We establish this canonical assignment as follows.

Definition 2 (Canonical Markov Matrix). For any pairwise comparison model {pij ∈ (0, 1) : (i, j) ∈ E , i ̸= j} with
pairwise comparison matrix P ∈ Rn×n, its canonical Markov matrix is the row stochastic matrix S ∈ Rn×n, where

Sij ≜



pij
d
, i ̸= j and (i, j) ∈ E

1− 1

d

∑
k∈[n]\{i}:
(i,k)∈E

pik, i = j

0, otherwise

, (3)

and d is a sufficiently large constant such that the Markov matrix S is at least
(
1
2

)
-lazy, i.e., Sii ≥ 1

2 for all i ∈ [n].

For fixed induced graphs, we set the parameter d = 2dmax, where dmax ≜ maxi∈[n]

∑n
j=1 Eij is the maximum

degree of a node in G. Further discussion regarding this parameter can be found in Section III-E. As noted earlier, the
most well-known specialization of the pairwise comparison model in Definition 1 is the BTL model defined below [2],
[3], [5].

Definition 3 (BTL Model [2], [3], [5]). A pairwise comparison model {pij ∈ (0, 1) : (i, j) ∈ E , i ̸= j} on E is known
as a BTL (or multinomial logit) model if there exist skill score parameters αi > 0 for every agent i ∈ [n] such that:

∀(i, j) ∈ E with i ̸= j, pij =
αj

αi + αj
.

Hence, we can describe a BTL model entirely using the collection of its n skill score parameters {αi : i ∈ [n]}.

Next, we explain the data generation process. Fix any pairwise comparison model {pij ∈ (0, 1) : (i, j) ∈ E , i ̸= j}.
For any pair i ̸= j, define the outcome of the mth “i vs. j” pairwise comparison between them as a Bernoulli

random variable

Zm,ij ≜

{
1, if j beats i (with probability pij)

0, if i beats j (with probability 1− pij)
, (4)

for m ∈ [kij ], where kij denotes the number of observed “i vs. j” comparisons. We assume throughout that the
observation random variables Z ≜ {Zm,ij : (i, j) ∈ E , i ̸= j, m ∈ [ki,j ]} are mutually independent. Moreover, let
Zij ≜

∑kij

m=1 Zm,ij . Clearly, it follows that for any (i, j) ∈ E with i ̸= j, Zij is a binomial random variable, i.e.,
Zij ∼ Bin(kij , pij), and for simplicity, we set Zii = kii = 0 for all i ∈ [n].
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A. Main Goal

Given the observations Z of a tournament as defined above, our objective is to determine whether the underlying
pairwise comparison model is a BTL model on the observed comparison set E . This corresponds to solving a composite
hypothesis testing problem:

H0 : Z ∼ BTL model for some α1, . . . , αn > 0,

H1 : Z ∼ pairwise comparison model that is not BTL,
(5)

where the null hypothesis H0 states that Z is distributed according to a BTL model (on the observed comparison set
E), and the alternative hypothesis H1 states that Z is distributed according to a general non-BTL pairwise comparison
model.

Note that in the settings considered in this work, we do not necessarily have pairwise comparisons for all pairs. It
is straightforward to see that it is not possible to test whether the unobserved pairs adhere to a BTL model or conform
to some general pairwise comparison model. (Indeed, for any unobserved pair (i, j), it is not possible to distinguish
between pij = αj/(αi + αj) and pij + ∆ for any ∆ ̸= 0.) Therefore, our focus is solely on testing whether given
pairwise comparison data adheres to a BTL model on the set of observed comparisons E .

Additionally, for analytical tractability, we make the following standard assumption on the pairwise comparison
models under consideration (see [10], [11], [15]).

Assumption 1 (Dynamic Range). We assume that there is a constant δ ∈ (0, 1) such that for all (i, j) ∈ E ,

δ

1 + δ
≤ pij ≤

1

1 + δ
. (6)

To pose the hypothesis testing problem in (5) more rigorously, we demonstrate an interesting relation between a
BTL model and its canonical Markov matrix. Recall that a Markov chain on the state space [n], defined by the row
stochastic matrix W ∈ Rn×n, is said to be reversible if it satisfies the detailed balance conditions [56, Section 1.6]:

∀i, j ∈ [n], i ̸= j, πiWij = πjWji, (7)

where Wij denotes the probability of transitioning from state i to state j, and π = (π1, . . . , πn) denotes the stationary
(or invariant) distribution of the Markov chain (which always exists). Equivalently, the Markov chain W is reversible
if and only if

diag(π)W = WT diag(π). (8)

It turns out that there is a tight connection between reversible Markov chains and the BTL model. This is elucidated
in the ensuing proposition, which is a more general version of [57, Lemma 6], [10, Section 2.2].

Proposition 1 (BTL Model and Reversibility). For a symmetric comparison set E , a pairwise comparison model
{pij ∈ (0, 1) : (i, j) ∈ E , i ̸= j} is a BTL model if and only if its canonical Markov matrix S ∈ Rn×n is reversible
and satisfies the translated skew-symmetry condition pij + pji = 1 for all (i, j) ∈ E .

The proof is provided in Section IV-A. The proof relies on the fact that for a BTL model (with a symmetric edge set
E), we can exactly compute the stationary distribution of its canonical Markov matrix in closed form. In cases where the
graph lacks symmetry, the stationary distribution of the canonical Markov matrix may depend on the underlying graph
topology. Furthermore, the assumption of a symmetric induced graph made earlier is in some sense necessary because,
e.g., if the induced graph is not symmetric for some pair (i, j), then we cannot check translated skew-symmetry for
(i, j).

B. Expansion Properties of G
In addition to Assumption 1, we need a few more assumptions on the underlying graph G and the probabilities pij of

the pairwise comparison model. Broadly, these assumptions necessitate that the graph G has edge expansion properties
and is almost regular. To present the details, we start by considering the divergence transition matrix (DTM) [58]–[60],

R = Π1/2SΠ−1/2 , (9)

corresponding to a canonical Markov matrix S associated with a valid pairwise comparison matrix P , where π is
the stationary distribution of S and Π ≜ diag(π). We also note that due to Assumption 1, the connectedness of G,
and the aperiodicity of S (since Sii > 0 for all i ∈ [n]), S possesses a unique, entrywise strictly positive, stationary
distribution π. This ensures that the quantities we introduce in the sequel, such as edge expansion and principal ratio,
are well-defined.
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Instead of directly imposing assumptions on the expansion properties of G, we impose an assumption on the edge
expansion of the DTM R for simplicity. Observing that R possesses a Perron-Frobenius eigenvalue [61], [62] of 1 with
corresponding left and right eigenvectors of

√
π that are entrywise strictly positive [58, Proposition 2.2], we define the

edge expansion of R as follows.

Definition 4 (Edge Expansion of Non-negative Matrices [63]). Consider any non-negative matrix R ∈ Rn×n with a
Perron-Frobenius eigenvalue of 1 and corresponding left and right eigenvectors u and v, which we assume are entrywise
strictly positive and normalized such that uTv = 1. Let Du ≜ diag(u) and Dv ≜ diag(v) be diagonal matrices with
u and v on the principal diagonals, respectively. Then, the edge expansion of R is defined as

ϕ(R) ≜ min
S⊆[n]

1T
SDuRDv1Sc

min{1T
SDuDv1n,1T

ScDuDv1n}
= min

S⊆[n]

∑
i∈S,j∈Sc Rijuivj

min{∑i∈S uivi,
∑

i∈Sc uivi}
. (10)

Note that in cases where there are no strictly positive left and right eigenvectors u and v corresponding to the
eigenvalue 1, the edge expansion ϕ(R) is defined to be 0. For the DTM R = Π1/2SΠ−1/2, its edge expansion
simplifies to

ϕ(R) = min
S⊆[n]

∑
i∈S,j∈Sc pijπi1(i,j)∈E

dmin{∑i∈S πi,
∑

i∈Sc πi}
. (11)

We introduce the following assumption on the edge expansion of the DTM R in (11).

Assumption 2 (Large Edge Expansion of DTM). For the DTM R = Π1/2SΠ−1/2 corresponding to the canonical
Markov matrix S, we assume that there exists a constant ξ > 0 such that

ϕ(R) ≥ ξ. (12)

As mentioned earlier, in addition to edge expansion, we require the canonical Markov matrix S to be almost regular.
The notion of regularity is quantified through two criteria: regularity of the underlying graph G and the principal ratio
of S (defined below). The regularity of the graph G is formalized in the following assumption.

Assumption 3 (Almost Regular Graph). Let dmin ≜ mini∈[n]

∑
j∈[n]\{i} Eij and dmax ≜ maxi∈[n]

∑
j∈[n] Eij . We

require that the graph G is connected and almost regular in the sense that there exists a constant κ > 0 such that

dmax

dmin
≤ κ. (13)

Intuitively, Assumption 3 states that dmax ≈ dmin, i.e., the minimum and maximum degrees are close to each other.
Another measure of regularity for a non-negative matrix is the well-known concept of principal ratio, cf. [64] (which
is the Birkhoff norm of the Perron-Frobenius vector [65], and is sometimes called the height of the Perron-Frobenius
vector [66]).

Definition 5 (Principal Ratio). Given the stationary distribution π of a canonical Markov matrix S, its principal ratio,
denoted hπ , is defined as the ratio of its maximum and minimum entries:

hπ ≜
maxi∈[n] πi

minj∈[n] πj
. (14)

We note that the principal ratio is both a function of the underlying graph G and the pairwise comparison probabilities
pij . Intuitively, a smaller value of this ratio, i.e., closer to 1, signifies a “more regular” matrix P (see, e.g., [64]). To
proceed, we make the following assumption on the principal ratio.

Assumption 4 (Bounded Principal Ratio). There exists a constant h > 0 such that the principal ratio hπ is bounded:1

hπ ≤ h. (15)

It is worth mentioning that coupled with Assumptions 1 and 4, Assumption 2 can be imposed by lower bounding
the canonical notion of edge expansion of G. Indeed, observe that

ϕ(R) = min
S⊆[n]

∑
i∈S,j∈Sc pijπi1(i,j)∈E

dmin{∑i∈S πi,
∑

i∈Sc πi}
≥ δ

dhπ(1 + δ)
min
S⊆[n]

|E(S,Sc)|
min{|S|, |Sc|} ≥ δ

dh(1 + δ)
ϕ̃(G), (16)

1The constants ξ, κ, and h in Assumptions 2 to 4 do not depend on n.
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where E(S,Sc) ≜ {(i, j) ∈ E|i ∈ S, j ∈ Sc} is the set of edges in E from set S to Sc and ϕ̃(G) is the usual definition
of edge expansion of G:

ϕ̃(G) ≜ min
S⊆[n]

|E(S,Sc)|
min{|S|, |Sc|} . (17)

Finally, we emphasize that all BTL models with a bounded condition number,
maxi∈[n] αi

minj∈[n] αj
≤ 1

δ
, (18)

automatically satisfy both Assumptions 1 and 4 (with h = δ−1).2 Furthermore, if the underlying graph G exhibits
significant edge expansion in the canonical sense, i.e., ϕ̃(G) ≥ ϵ̃d for some constant ϵ̃ > 0, and adheres to Assumption 3,
then all four assumptions are simultaneously satisfied for all BTL models with bounded condition number. For general
pairwise comparison models, we will present several classes of graphs in Section III-E, e.g., complete graphs, dense
regular graphs, and Erdős-Rényi random graphs, where any pairwise comparison model satisfying Assumption 1 will
also satisfy Assumptions 2 to 4 (with high probability, where appropriate).

III. MAIN RESULTS AND DISCUSSION

In this section, we present our main contributions and results as outlined in Section I-B.

A. Minimax Formulation and Decision Rule

We begin by rigorously formalizing the hypothesis testing problem in Section II-A. To this end, we first define
a separation distance between a general pairwise comparison matrix P and its closest BTL model, and then define
minimax risk and introduce our decision rule.

Recall that by Proposition 1, any pairwise comparison matrix P is BTL if and only if it satisfies the reversibility
condition ΠP = PTΠ and translated skew-symmetry P + PT = PE(1n1

T
n ), where Π = diag(π) and π is the

stationary distribution of the canonical Markov matrix S corresponding to P . It turns out that both conditions are
elegantly captured by the matrix ΠP + PΠ− PE(1nπ

T) as illustrated in Proposition 2.

Proposition 2 (BTL Model Characterization). For a symmetric edge set E , the pairwise comparison matrix P in
Definition 1 corresponds to a BTL model (on the set E) if and only if ΠP + PΠ = PE(1nπ

T).

Proposition 2 is proved in Section IV-B. It suggests that we can use the Frobenius norm of ΠP +PΠ−PE(1nπ
T)

to quantify the deviation of a pairwise comparison matrix from the family of BTL models. To rigorously argue that
the (scaled) Frobenius norm of ΠP +PΠ−PE(1nπ

T) coincides with the usual measure of separation distance in this
setting, we require a useful decomposition of weighted Frobenius norm given in Proposition 3.

Proposition 3 (Decomposition of Weighted Frobenius Norm). For any pairwise comparison matrix P ∈ Rn×n and
any vector π ∈ Rn with strictly positive entries, we have

∥ΠP + PΠ− PE(1nπ
T)∥2π−1,F = ∥ΠP − PTΠ∥2π−1,F + ∥P + PT − PE(1n1

T
n )∥2π,F.

The proof of Proposition 3 is provided in Section IV-C. (We note that since πi > 0 for all i ∈ [n], the norm
∥ · ∥π−1,F is well-defined.) Using Proposition 3, we show in Theorem 1 that if a pairwise comparison model P satisfies
Assumptions 1 to 4, then the quantity ∥ΠP + PΠ − PE(1nπ

T)∥F/∥π∥∞ is always within constant factors of the
Frobenius-norm-distance between P and the set of BTL models (or more precisely, the set BTLh defined below).
Hence, ∥ΠP + PΠ− PE(1nπ

T)∥F/∥π∥∞ captures a natural notion of separation distance in this setting.

Theorem 1 (Distance to Closest BTL Model). Suppose the pairwise comparison matrix P and the induced graph G
satisfy Assumptions 1 to 4. Then, there exist constants c1, c2 > 0 (independent of n) such that

c1
∥ΠP + PΠ− PE(1nπ

T)∥F
∥π∥∞

≤ min
B∈BTLh

∥P − PE(B)∥F ≤ c2
∥ΠP + PΠ− PE(1nπ

T)∥F
∥π∥∞

,

where BTLh is the set of all pairwise comparison matrices B corresponding to BTL models whose skill scores α ∈ Rn

satisfy (18) with h = δ−1.

The proof is provided in Section IV-D. It utilizes a new Lagrangian and perturbation-based approach to compute
the Frobenius-norm-distance between a given pairwise comparison matrix and its closest reversible counterpart. This

2We refer readers to Section IV-A for an explicit expression for the stationary distribution in BTL models.
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approach may be of independent utility in other matrix theoretic scenarios. We also note that our approach of measuring
separation distance is quite different to distance measures between Markov chains based on spectral radius introduced
in [67], [68]. Next, armed with Proposition 2 and Theorem 1, we formally define the hypothesis testing problem for
BTL models.

1) Hypothesis Testing Problem: For a given tolerance parameter ϵ > 0 and a pairwise comparison model P satisfying
Assumptions 1 to 4, we can formulate the hypothesis testing problem in (5) as:

H0 : Z ∼ P such that ΠP + PΠ = PE(1nπ
T),

H1 : Z ∼ P such that
∥ΠP + PΠ− PE(1nπ

T)∥F
n∥π∥∞

≥ ϵ.
(19)

2) Minimax Risk and Decision Rule: Let Φ denote a decision rule or hypothesis test that maps the consolidated
observations Z to {0, 1}, where 0 represents the null hypothesis H0 and 1 represents the alternative hypothesis H1. Let
PH0

and PH1
denote the probability distributions of the observations Z under H0 and H1, respectively. Throughout

this paper, we will use PH0
and PH1

when we need to specify a hypothesis, and P when a probability expression holds
for both hypotheses. Similarly, EH0 , EH1 , and E will represent the corresponding expectation operators. Furthermore,
for a fixed induced graph G satisfying Assumption 3, let M0 and M(ϵ) denote the sets of pairwise comparison models
that satisfy the null and alternative hypotheses, respectively, in (19) along with Assumptions 1, 2 and 4:

M0 ≜

{
P ∈ [0, 1)n×n :

P is a pairwise comparison matrix with respect to E satisfying Assumptions 1,
2 and 4, and ΠP + PΠ = PE(1nπ

T)

}
, (20)

M(ϵ) ≜

{
P ∈ [0, 1)n×n :

P is a pairwise comparison matrix with respect to E satisfying Assumptions 1,
2 and 4, and ∥ΠP + PΠ− PE(1nπ

T)∥F ≥ nϵ∥π∥∞

}
. (21)

Now, we can define the minimax risk for the graph G as

Rm[G] ≜ inf
Φ

{
sup

P∈M0

PH0
(Φ(Z) = 1) + sup

P∈M(ϵ)

PH1
(Φ(Z) = 0)

}
, (22)

where the infimum is taken over all (possibly randomized) {0, 1}-valued decision rules Φ based on Z . We would like
to emphasize here that the suprema in the minimax risk are over all pairwise comparison matrices with a fixed graph
G, and the probability measures PH0

and PH1
are defined by the randomness in the data generation process given a

fixed graph G. Finally, we define the critical threshold of the hypothesis testing problem in (19) as the smallest value
of ϵ for which the minimax risk is bounded by 1

2 :

εc = inf

{
ϵ > 0 : Rm[G] ≤

1

2

}
. (23)

The choice of constant 1
2 is arbitrary and could be replaced by any constant in (0, 1).

Formally, one of our primary goals is to provide bounds on the critical threshold and determine its scaling with
problem parameters like n. Intuitively, when ϵ is larger than εc (in scaling), the minimax risk can be made arbitrarily
small, but if ϵ is smaller than εc, then the minimax risk cannot be made small. To analyze the critical threshold, we
introduce a statistical test that takes the consolidated observations Z as input and thresholds the following statistic:

T ≜
∑

(i,j)∈E:
i ̸=j

(
(π̂i + π̂j)

2Zij(Zij − 1)

kij(kij − 1)
+ π̂2

j − 2π̂j(π̂i + π̂j)
Zij

kij

)
1kij>1, (24)

where π̂ denotes the stationary distribution (choosing one arbitrarily if there are several) of the empirical canonical
Markov matrix Ŝ ∈ Rn×n defined via

Ŝij ≜


Zij

kijd
, (i, j) ∈ E and i ̸= j

1− 1
d

∑
u∈[n]\{i}:
(i,u)∈E

Ziu

kiu
, i = j

0, otherwise

. (25)

To understand the test statistic T , notice that if were to set π̂ = π and assume that kij ≥ 2 for all (i, j) ∈ E with i ̸= j
in (24) and consider the hypothetical statistic

T̄ =
∑

(i,j)∈E:
i ̸=j

(πi + πj)
2Zij(Zij − 1)

kij(kij − 1)
+ π2

j − 2πj(πi + πj)
Zij

kij
, (26)
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then E[T̄ ] = ∥ΠP +PΠ−PE(1nπ
T)∥2F. So, the statistic T is designed by “plugging in” π̂ in place of π in an unbiased

estimator T̄ of ∥ΠP + PΠ− PE(1nπ
T)∥2F. The precise decision rule using T is given in the next section in (27).

Lastly, we remark that testing for a single BTL model can be conducted using a χ2-type goodness-of-fit test [69],
and testing for a class of BTL models could be attempted using a composite χ2-test [70]. However, performing sharp
minimax analysis on the corresponding χ2-statistics poses challenges. Therefore, our focus lies on the proposed test
statistic T in (24). Notably, we demonstrate minimax optimality of the critical threshold for complete graphs, thereby
underscoring the effectiveness of considering our proposed test.

B. Upper Bound on Critical Threshold

In this section, we present an upper bound on the critical threshold of the minimax hypothesis testing problem
for BTL models. For simplicity, we assume that kij = k for all (i, j) ∈ E with i ̸= j throughout the analysis for
Sections III-B to III-D.

Theorem 2 (Upper Bound on εc). Consider the hypothesis testing problem in (19) such that Assumptions 1 to 4
hold. Then, there exist constants c3, c4, c5 > 0 such that if n ≥ c3, the number of comparisons per pair satisfies
k ≥ max

{
2, c4h logn

dmaxξ4

}
, and dmax ≥ (log n)4, the critical threshold defined in (23) is upper bounded by

ε2c ≤ c5
nk

.

The proof is provided in Section V. The proof has several essential steps. Among these, the most important step
involves computing ℓ2-error bounds (see Lemma 6) for the estimated BTL parameters π̂ when the data is generated
by a general pairwise comparison model, which is not necessarily BTL (i.e., under H1). The derivation of these error
bounds requires us to analyze the second largest singular values of DTMs corresponding to non-reversible Markov
chains, particularly in the context of induced graphs that are not complete. Once we have established these ℓ2-error
bounds, we can compute bounds on E[T ] and var(T ). This step involves mitigating the correlation between the terms
π̂ and {Zij}(i,j)∈E in (24) as both of them share the same source of randomness. Broadly speaking, this is done by
splitting the product of dependent terms into three parts (by utilizing the identity âb̂ = (â− a)(b̂− b) + (â− a)b+ ab̂,
where â and b̂ are correlated estimators of a and b) and bounding each part using appropriate concentration inequalities.
Moreover, in the case where the induced graph is complete, the analysis becomes considerably simpler. An instance
of such simplification in the proofs arises through the utilization of bounds between contraction coefficients of S (see
Section V-A and Lemma 3).

In the scenario where kij = k for all (i, j) ∈ E with i ̸= j and dmax ≥ (log n)4, the decision rule that we analyze
to establish Theorem 2 is

Φ(Z) = 1T≥t, (27)

where the precise threshold t = Θ((nk)−1) is given in (60). (In other words, this decision rule returns the alternative
hypothesis if and only if T ≥ t for an appropriate threshold t = Θ((nk)−1).) In Section VII-A, we also present a
permutation-test-based approach to obtain a non-explicit threshold for our test based on data. This approach can be
more readily employed in simulations and works even when the kij’s are not all equal.

Finally, we remark that the condition dmax ≥ (log n)4 in Theorem 2 can be relaxed to the condition dmax ≥ log n
at the expense of a poly-logarithmic factor in the scaling of the critical threshold as demonstrated in the following
proposition.

Proposition 4 (Upper Bound on εc for Sparse Graphs). Consider the hypothesis testing problem in (19) such that
Assumptions 1 to 4 hold. Then, there exist constants c3, c4, c5 > 0 such that if n ≥ c3, the number of comparisons per
pair satisfies k ≥ max

{
2, c4h logn

dmaxξ4

}
, and dmax ≥ log n, the critical threshold defined in (23) is upper bounded by

ε2c ≤ c5(log n)
1/2

nk
.

The proof of Proposition 4 can be gleaned from the proof of Theorem 2 in Section V. In essence, the behavior in
Proposition 4 stems from the fact that the proof of Lemma 7 in Section V-C1 relies on a concentration inequality (see
Proposition 10) which, under the stronger assumption dmax ≥ (log n)4, allows us to avoid the poly-logarithmic factor
in Proposition 4 when establishing Theorem 2. However, if a standard matrix Bernstein inequality were employed for
concentration, the “special” constants cα and cγ , defined in Lemma 7, would scale as (log n)1/2. Then, the proof of
Proposition 4 would follow by using essentially the same logic as the proof of Theorem 2 and observing that (63)
yields an additional factor of (log n)1/2 in the scaling of ε2c . Moreover, in this regime, our decision rule returns the
alternative hypothesis if and only if T ≥ γ

√
logn
nk for some appropriately chosen constant γ.

10



C. Bounds on Type I and Type II Probabilities of Error

In this section, we provide bounds on the type I and type II probabilities of error for our proposed test. Here, the
probability of type I error represents the probability of incorrectly rejecting the null hypothesis when it is true, while
the probability of type II error represents the probability of failing to reject the null hypothesis when it is false.

Theorem 3 (Bounds on Type I and Type II Probabilities of Error). Consider the hypothesis testing problem in (19)
such that Assumptions 1 to 4 hold, and suppose that dmax ≥ (log n)4 and there exists a constant c4 > 0 such that the
number of comparisons per pair satisfies k ≥ max

{
2, c4h logn

dmaxξ4

}
. Then, we have the following bounds:

1) There exist constants c6, c
′
6, c̃6 > 0 such that for all t ≥ 0, and any BTL model in M0, the probability of type I

error is upper bounded by

PH0

(
T ≥ t+ c6

n∥π∥2∞
k

)
≤ exp

(
− c′6 min

{
2k(k − 1)t2

ndmax∥π∥4∞
,

kt

∥π∥2∞

})
+

c̃6
n3

.

2) There exist constants c7, c
′
7, c

′′
7 , c̃7 > 0 such that for all t ≥ 0, and any pairwise comparison model in M(ϵ) with

ϵ ≥ c7/
√
nk, the probability of type II error is upper bounded by

PH1

(
T ≤

(
D − c7n∥π∥∞√

nk

)2

− t

)
≤ exp

(
− c′7 min

{
2k(k − 1)t2

ndmax∥π∥4∞
,

kt

∥π∥2∞

})
+exp

(
−c′′7

kt2

∥π∥2∞D2

)
+

c̃7
n3

,

where D = ∥ΠP + PΠ− PE(1nπ
T)∥F.

Theorem 3 established in Section V-D. It is worth mentioning that by Assumption 4, we have ∥π∥∞ = Θ(1/n),
which causes the separation distance to scale like O(1/

√
nk) in order to achieve a minimax risk less than unity.

D. Lower Bound on Critical Threshold

In this section, we present an information-theoretic lower bound on the critical threshold for the hypothesis testing
problem in (19) for the special case of a complete induced graph G. Our lower bound demonstrates the minimax
optimality of the scaling of the critical threshold provided in the upper bound in Theorem 2 for complete induced
graphs. (We will show in Section III-E that pairwise comparison models on complete graphs can satisfy Assumptions 1
to 4.) As noted earlier, we assume that kij = k for all i, j ∈ [n] with i ̸= j.

Theorem 4 (Lower Bound on εc). Consider the hypothesis testing problem in (19) and assume that the corresponding
induced graph G is a complete graph. Then, there exists a constant c8 > 0 such that the critical threshold defined in
(23) is lower bounded by

ε2c ≥ c8
nk

.

The proof of Theorem 4 is provided in Section VI-A. The proof uses the Ingster-Suslina method for constructing
a lower bound on the critical threshold [71]. This method is similar to the well-known Le Cam’s method, but it
establishes a minimax lower bound by considering a point and a mixture on the parameter space instead of just two
points. (Although Le Cam’s method could also be used for this proof in principle, the Ingster-Suslina method greatly
simplifies the calculations to bound TV distance in our setting.) Our proof constructs a perturbed family of pairwise
comparison models from a fixed BTL model and utilizes the complete graph structure to compute both the stationary
distribution and the separation metric ∥ΠP + PΠ − PE(1nπ

T)∥F/∥π∥∞ in closed form under H1. We remark that
due to our problem setting, our proof here is much simpler than and quite different to the technique developed in
[50], where the separation distance is quantified for Eulerian graphs in terms of sums of TV distances. We leave the
problem of determining minimax lower bounds for more general graph topologies satisfying Assumptions 1 to 4 for
future work. Finally, we also note that the bounds in Theorems 2 and 4 portray that the Θ(1/

√
nk) scaling of the

critical threshold is minimax optimal even if we took suprema over all induced graphs satisfying Assumptions 1 to 4
inside the infimum in the definition of minimax risk in (22).

E. Graphs with Bounded Principal Ratio

In this section, we establish bounds on both the principal ratio and edge expansion for three distinct classes of
graphs: complete graphs, d̃-regular graphs, and random graphs generated from Erdős-Rényi models. These three classes
represent a few examples of graphs for which Assumptions 2 to 4 hold and the theoretical guarantees of our testing
framework are valid for any pairwise comparison matrix P consistent with Assumption 1. In the first case, we assume
that the induced graph is complete and pairwise comparisons among all pairs are observed. The second scenario involves
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d̃-regular graphs that are sufficiently dense (as explained later) and possess some degree of edge expansion. And the
third case assumes the existence of a complete underlying pairwise comparison model consistent with Assumption 1,
where comparisons between any pair (i, j) (and (j, i)), for i > j, are observed independently with probability p. We
show that there exists a constant cp > 0 such that as long as np ≥ cp log n, the Erdős-Rényi pairwise comparison
model satisfies Assumptions 2 to 4 with high probability. We also note that much of our technical analysis in each of
the three scenarios lies in analyzing the principal ratio.

1) Complete Graphs: We begin by deriving bounds on the principal ratio of a canonical Markov matrix S and the
edge expansion of the DTM R = Π1/2SΠ−1/2 corresponding to a complete graph. To this end, we consider a pairwise
comparison matrix P corresponding to a complete graph on n vertices and construct S using d = 2n. (Note that d = n
would also work for the case of a complete graph.) In the following proposition, we show that the principal ratio is
always upper bounded by 1/δ2 for all pairwise comparison matrices consistent with Assumption 1.

Proposition 5 (Prinicipal Ratio for Complete Graphs). Let S be a canonical Markov matrix in Definition 2 corre-
sponding to a complete graph with d = 2n and stationary distribution π. Suppose further that Assumption 1 holds.
Then, we have

hπ =
maxi∈[n] πi

minj∈[n] πj
≤ 1

δ2
.

The proof is provided in Appendix A-A; our argument is a modification of that in [61, Theorem 3.1]. Proposition 5
illustrates that Assumption 4 holds with h = 1/δ2. It also implies that the pairwise comparison model satisfies
Assumption 2 with ξ = δ3

4(1+δ) , because we obtain the following lower bound on the edge expansion ϕ(R) using (16)
by substituting d = 2n:

ϕ(R) ≥ δ3

2(1 + δ)n
ϕ̃(G) = δ3

4(1 + δ)
, (28)

where we have utilized the fact that for complete graphs, ϕ̃(G) = n
2 . Alternatively, for complete graphs, we can obtain

tighter upper bounds on the critical threshold (i.e., with better implicit dependence on δ) by directly bounding the
second largest singular value σ2(R) of the DTM R (see Lemma 3 in Section V-A) instead of relying on expansion
properties and Cheeger inequalities (i.e., using Assumption 2 and Lemma 4 in Section V-A). This alternative approach
leverages bounds between contraction coefficients, specifically, in terms of the Dobrushin contraction coefficient for
TV distance; see Section V-A for details. Additionally, note that a complete graph trivially satisfies Assumption 3.
Thus, for the case of complete graphs, we have shown that any pairwise comparison model satisfying Assumption 1
also satisfies Assumptions 2 to 4. This allows us to test whether data generated from any pairwise comparison matrix P
corresponding to a complete induced graph satisfying Assumption 1 conforms to an underlying BTL model. However,
the testing procedure for a complete graph requires n(n− 1)k samples.

2) Dense d̃-Regular Graphs: We next derive a bound on the principal ratio of a canonical Markov matrix S
corresponding to a d̃-regular graph under some additional assumptions. In this case, we set the parameter d = 2d̃
to construct S. Notably, we illustrate that when the degree of the regular graph satisfies d̃ = Θ(n), i.e., the graph is
dense, the principal ratio can be upper bounded by a constant. This result holds even if the induced graph depends on
the complete set of underlying pairwise comparison probabilities. The ensuing proposition bounds the principal ratio
for dense d̃-regular graphs under additional assumptions.

Proposition 6 (Principal Ratio for Dense Regular Graphs). Let S be a canonical Markov matrix in Definition 2
corresponding to a d̃-regular graph G with d = 2d̃ and stationary distribution π. Suppose further that Assumption 1
holds, and for some constants a, b, c > 0, G satisfies |E(S, T )| ≥ a|S||T | for all disjoint subsets S, T ⊆ [n] with
|S| ≥ bn and |T | ≥ cn. If d̃ ≥ cn then, we have

hπ =
maxi∈[n] πi

minj∈[n] πj
≤ c̃(a)

δ5
,

where c̃(a) > 0 is a constant that depends on a.

The proof is provided in Appendix A-B. This result generalizes the result in [72, Theorem 3], and illustrates that
Assumption 4 holds with h = c̃(a)/δ5. The assumption, |E(S, T )| ≥ a|S||T | for all disjoint subsets S, T with
cardinality Θ(n), is typically satisfied by (n, d̃, λ2(G))-regular expander graphs G with d̃ = νn and λ2(G) ≤ (1− ν̃)d̃
for some constants ν, ν̃ ∈ (0, 1], where λ2(G) denotes the second largest eigenvalue modulus of the adjacency matrix
of G; we refer readers to [73] for the definition of (n, d̃, λ2(G))-regular expander graphs. We also refer the readers to
Appendix A-C for details regarding the existence of (n, d̃, λ2(G))-regular expander graphs with d̃ = νn and λ2(G) ≤
(1−ν̃)d̃, and why they satisfy the assumption in Proposition 6. Furthermore, pairwise comparison models corresponding
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to such graphs also satisfy Assumption 2 as explained in Appendix A-C, cf. [74, Theorem 9.2.1], and trivially satisfy
Assumption 3. Thus, for the case of dense d̃-regular graphs with appropriate expansion properties, we have again
established that any pairwise comparison model satisfying Assumption 1 also satisfies Assumptions 2 to 4. This
permits us to test whether data generated from any pairwise comparison matrix P corresponding to a dense d̃-regular
graph satisfying Assumption 1 and certain expansion properties conforms to an underlying BTL model. Moreover, the
denseness requirement d̃ = Θ(n) implies that the testing procedure requires Θ(n2k) samples in order to satisfy the
various assumptions. The next setting establishes the utility of our testing procedure for sparse induced graphs.

3) Erdős-Rényi Random Graphs: In this case, we assume that there exists an underlying (pre-determined) pairwise
comparison matrix P ∗, corresponding to a complete graph, which satisfies Assumption 1. Subsequently, as in Erdős-
Rényi random graphs [75], we sample each edge (i, j) ∈ [n]2 with i > j of the undirected induced graph independently
with probability p ∈ [0, 1], such that for some sufficiently large constant cp > 1, we have np ≥ cp log n.3 In essence,
we randomly sample the entries of a fixed comparison matrix P ∗ to obtain a pairwise comparison matrix P = PE(P ∗),
where E is the random edge set. Next, we construct canonical Markov matrices S∗ and S corresponding to P ∗ and
P with d = 3n and d = 3np, respectively. The following well-known proposition provides high probability bounds
on the vertex degrees for an Erdős-Rényi random graph, highlighting that S is indeed a ( 12 )-lazy Markov matrix with
high probability.

Proposition 7 (Degree Concentration for Erdős-Rényi Random Graph [11, Lemma 1]). Suppose that the induced graph
G is an Erdős-Rényi random graph with edges selected independently with probability p, and let dmin and dmax be the
minimum and maximum degrees as defined in Assumption 3. If p ≥ c0 logn

n for some sufficiently large constant c0 > 0,
then the event A0, defined as

A0 ≜

{
np

2
≤ dmin ≤ dmax ≤ 3np

2

}
,

occurs with probability at least 1−O(n−5).

We emphasize that the probability law utilized here differs from that in the minimax risk framework. The definition
of minimax risk in (22) assumes a fixed graph G and considers probabilities associated with the randomness in the data
generating mechanism. In contrast, the probability laws in Proposition 7 and other results in this section are governed
by the graph generation process.

Let π∗ and π be the stationary distributions of S∗ and S, respectively. Notably, by our assumption np ≥ cp log n
for cp > 1, the underlying random graph G is connected with high probability [75]. Therefore, S is irreducible and
aperiodic with high probability (as dmax ≤ 3np implies Sii > 0 for all i ∈ [n]), and hence, it has a unique stationary
distribution π.

Utilizing Proposition 5, we know that the principal ratio of π∗ is upper bounded by a constant 1/δ2 (note that
Proposition 5 also holds for d = 3n, since the stationary distribution is independent of d as long as d ≥ n). In the
sequel, we will prove that as long as np ≥ cp log n for some large enough constant cp, the principal ratio of a pairwise
comparison model over an Erdős-Rényi random graph is also upper bounded by a constant with high probability. To
bound the principal ratio, we first provide a perturbation bound between π∗ and π.

Theorem 5 (ℓ∞-Bound under Sub-sampling using Erdős-Rényi Model). Given an underlying pairwise comparison
matrix P ∗ with n ≥ 3 satisfying Assumption 1, suppose we obtain the pairwise comparison matrix P by randomly
sampling the entries of P ∗ according to an Erdős-Rényi model with parameter p ∈ (0, 1] satisfying p ≥ c9 logn

n for
some constant c9 > 1. Then, there exists a constant c10 > 0 such that with probability at least 1 − O(n−3), the
stationary distribution π satisfies

∥π − π∗∥∞
∥π∗∥∞

≤
√

c10 log n

np
.

The proof of Theorem 5 is provided in Appendix B. The theorem immediately yields the following bound on the
principal ratio corresponding to the sub-sampled pairwise comparison matrix P .

Proposition 8 (Principal Ratio for Erdős-Rényi Random Graphs). Given an underlying pairwise comparison matrix
P ∗ with n ≥ 3 satisfying Assumption 1, suppose we obtain the pairwise comparison matrix P by randomly sampling
the entries of P ∗ according to an Erdős-Rényi model with parameter p ∈ (0, 1] satisfying p ≥ cp logn

n for a constant

3Note that the constant cp does not depend on p.
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cp ≥ max{c9, 2c10/δ4} (where c9, c10 are given in Theorem 5). Then, with probability at least 1 − O(n−3), the
principal ratio satisfies the bound

hπ =
maxi∈[n] πi

minj∈[n] πj
≤ 7

δ2
.

The proof of Proposition 8 is provided in Appendix A-D. In particular, Proposition 8 illustrates that Assumption 4
holds with h = 7/δ2 with high probability. Moreover, random graphs are known to have nice expansion properties
[75, Theorem 2.8] (also see [76]). Indeed, using [77, Equation (11)], we have that for an Erdős-Rényi random graph,
ϕ̃(G) ≥ 1

4np with high probability, thereby showing that the pairwise comparison matrix P also satisfies Assumption 2
with ξ = δ3/(12·7·(1+δ)) with high probability. Proposition 7 also implies that an Erdős-Rényi random graph satisfies
Assumption 3 with high probability. Thus, for the case of Erdős-Rényi random graphs, we have again demonstrated
that any pairwise comparison model satisfying Assumption 1 also satisfies Assumptions 2 to 4 with high probability,
as required for theoretical guarantees on our testing procedure. Notably, in this case, the testing procedure requires
O(kn log n) pairwise comparisons, which matches the total number of observations needed for consistently estimating
the parameters of the BTL model in [11].

F. Stability of the BTL Assumption

In this section, we analyze the stability of the BTL assumption in the context of rankings for complete graphs.
Specifically, we present an observation regarding how induced rankings behave when BTL models are perturbed
by small amounts bounded by the scaling of the critical threshold of our testing framework. Recall that the BTL
ranking orders agents based on the stationary distribution π of the canonical Markov matrix (even for general pairwise
comparison models, although usually, BTL rankings are used in the context of BTL models). Meanwhile, the Borda
ranking is more general, as it does not rely on the BTL assumption and instead orders agents based on their Borda
counts or scores [54] (defined next). We define the Borda count τi(P ) of an agent i ∈ [n] as the (scaled) probability
that i beats any other agent selected uniformly at random [54]:

τi(P ) ≜
n∑

j=1

(1− pij). (29)

If the BTL assumption holds, then the Borda ranking equals the BTL ranking. Our goal here is to determine the size
of the deviation from the BTL condition for a pairwise comparison model that is sufficient to produce a discrepancy
between the BTL and Borda rankings. For simplicity in this section, we consider the symmetric setting where pairwise
comparison matrices P satisfy pij + pji = 1 for all i, j ∈ [n]. The next proposition shows that the stability of the
BTL assumption decreases as n grows, i.e., as n increases, smaller deviations from the BTL condition can lead to
inconsistent BTL and Borda rankings.

Proposition 9 (Stability of BTL Assumption). Given any pairwise comparison matrix P ∈ (0, 1)n×n over a complete
graph, the following are true:

1) Define the error matrix E ≜ ΠP + PTΠ− 1nπ
T. For any agents i, j ∈ [n], i ̸= j, the relative BTL and Borda

rankings of i and j have the following relationship: πi ≥ πj if and only if

τi(P )− τj(P ) ≥
n∑

k=1

Eik

πi + πk
− Ejk

πj + πk
.

2) There exists a sub-sequence of pairwise comparison matrices P ∈ (0, 1)n×n such that agents 1 and 2 have
constant Borda count difference ∆τ ≜ τ1(P ) − τ2(P ) > 0, but are ranked in the opposite order in a BTL
ranking, i.e., π1 < π2.4 Moreover, the deviation of P from the BTL condition decays as∥∥ΠP + PΠ− 1nπ

T
∥∥
F

n∥π∥∞
≤ c11√

n
,

for some constant c11 > 0.

The proof is deferred to Section VI-B. Part 1 of Proposition 9 highlights the relationship between Borda and
BTL rankings in terms of the weighted sum of entries of the error matrix. Moreover, part 2 conveys that the BTL
assumption may potentially generate a “wrong” ranking (with respect to the Borda ranking) when the underlying
pairwise comparison matrix is O(1/

√
n)-separation distance away from the class of BTL models. Interestingly, this

4We drop the subscript n for the sub-sequence Pn and write it as P for clarity.
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O(1/
√
n) deviation coincides with the critical threshold for the BTL testing problem (up to constant factors). It would

be interesting to further explore the stability of the BTL assumption in the context of rankings in future work. We
emphasize that our results here only consider stability in the complete graph case. When the induced graph is not
complete, defining Borda rankings becomes ambiguous. Indeed, for a general graph, Borda rankings may not coincide
with BTL rankings even under the BTL model.

IV. PROOFS FOR PROBLEM FORMULATION

We prove Propositions 1 to 3 and Theorem 1 in this section. Throughout this proof, we employ a concise notation
by using overlapping labels (e.g., c, c̃, c1, c2, c′, ĉ, . . . ) to denote various constants. To avoid ambiguity, we explicitly
reserve the notation cα, cβ , cγ for specially defined constants in Lemma 7 and the subsequent proof.

A. Proof of Proposition 1
We provide the proof for completeness. If the pairwise comparison model is BTL, it implies that for some weight

vector α ∈ Rn
+, the pairwise comparison matrix P is given by

pij =
αj

αi + αj
, ∀(i, j) ∈ E .

It is easy to verify that π ≜
(∑n

i=1 αi

)−1
[α1, . . . , αn

]T
is the stationary distribution of the canonical Markov matrix

S corresponding to P . Moreover, since S is reversible, therefore for any (i, j) ∈ E we have

πiSij =
αi∑n
i=1 αi

× αj

d(αi + αj)
= πjSji.

Note that both the stationarity and reversibility conditions hold only if E is symmetric.
For the converse, since pij > 0 for all (i, j) ∈ E , S exhibits irreducibility since the graph G is strongly-connected,

and aperiodicity as Sii > 0. As a result, S has a unique stationary distribution π. By reversibility of S, we have for
all i ̸= j and (i, j) ∈ E ,

πiSij = πjSji =⇒ πipij = πjpji =⇒ pij =
πj

πi + πj
,

where last step follows from the fact that pij + pji = 1. Thus, P corresponds to a BTL model with weight vector π.

B. Proof of Proposition 2
If P corresponds to a BTL model, it implies that for some strictly positive weights αi, i ∈ [n], we have pij =

αj/(αi + αj) for (i, j) ∈ E . It is easy to verify that the stationary distribution of the corresponding canonical Markov
matrix is

π ≜

[
α1∑n
i=1 αi

, · · · , αn∑n
i=1 αi

]T
,

and the stationary distribution satisfies ΠP + PΠ = PE(1nπ
T). Also, the stationary distribution is independent of

graph structure (as long as the adjacency matrix of graph is symmetric). Conversely, if ΠP +PΠ = PE(1nπ
T) is true,

this implies that
∀ (i, j) ∈ E , pij(πi + πj) = πj =⇒ pij =

πj

πi + πj
.

This completes the proof.

C. Proof of Proposition 3
Observe that

∥ΠP + PΠ−PE(1nπ
T)∥2π−1,F = ∥ΠP − PTΠ∥2π−1,F + ∥(PT + P − PE(1n1

T
n ))Π∥2π−1,F

+ 2Tr
(
Π−1/2(ΠP − PTΠ)T(PT + P − PE(1n1

T
n ))Π

1/2
)

= ∥ΠP − PTΠ∥2π−1,F + ∥PT + P − PE(1n1
T
n )∥2π,F + 2Tr

(
(ΠP − PΠ)T(PT + P − PE(1n1

T
n ))
)
.

Now it remains to show that Tr
(
(ΠP − PTΠ)T(PT + P − PE(1n1

T
n ))
)

= 0. This follows from the fact that
Tr(ATB) = 0 when A is anti-symmetric, i.e., AT = −A, and B is symmetric, i.e., B = BT:

Tr(ATB) = −Tr(AB) = −Tr(ABT) = −Tr(ATB) =⇒ Tr(ATB) = 0.

Clearly ΠP −PTΠ is anti-symmetric and the symmetry of PT +P −PE(1n1
T
n ) follows since the set E is symmetric

by assumption. This completes the proof.
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D. Proof of Theorem 1

We begin our proof by establishing the upper bound. Assume that for a BTL model B ∈ BTLh, its skill score
parameters are given by πB ∈ Rn

+. We will interchangeably use the notation πB ∈ BTLh to mean B ∈ BTLh.
Moreover, without loss of generality, we assume that

∑n
i=1 πB,i = 1, where πB,i is the ith component of vector πB

and moreover, let ΠB ≜ diag(πB) and πmin ≜ mini∈[n] πi. Thus, we have

min
B∈BTLh

∥P − PE(B)∥F = min
πB∈BTLh

√√√√ ∑
(i,j)∈E

((πB,i + πB,j)pij − πB,j)2

(πB,i + πB,j)2

≤ min
πB∈BTLh

∥∥ΠBP + PΠB − PE(1nπ
T
B)
∥∥
F

2πB,min

ζ1
≤ min

πB∈BTLh

h
∥ΠBP + PΠB − PE(1nπ

T
B)∥F

2∥πB∥∞
ζ2
≤ h

∥ΠP + PΠ− PE(1nπ
T)∥F

2∥π∥∞
,

where πB,min ≜ mini∈[n] πB,i, ζ1 follows from the fact that πB,min ≥ ∥πB∥∞/h as B ∈ BTLh, and ζ2 follows by
substituting πB = π which are the skill score parameters obtained from the stationary distribution of the canonical
Markov matrix S corresponding to P and by assumption π belongs to the set BTLh.

Now, we will focus on proving the lower bound. Specifically, we will show that there exist constants c, c′ such that

min
B∈BTLh

∥P − PE(B)∥F ≥ c∥P + PT − PE(1n1
T
n )∥F, (30)

min
B∈BTLh

∥P − PE(B)∥F ≥ c′∥Π1/2PΠ−1/2 −Π−1/2PTΠ1/2∥F. (31)

If both (30) and (31) are true, then we can use the following argument to complete the proof. Let c0 = min{c, c′},
then we have:

2 min
B∈BTLh

∥P −B∥F ≥ c0(∥Π1/2PΠ−1/2 −Π−1/2PTΠ1/2∥F + ∥P + PT − PE(1n1
T
n )∥F)

ζ1
≥ c0

(∥ΠP − PTΠ∥π−1,F√
∥π∥∞

+
∥P + PT − PE(1n1

T
n )∥π,F√

∥π∥∞

)
ζ2
≥ c0

∥ΠP + PΠ− PE(1nπ
T)∥π−1,F√

∥π∥∞

≥ c0
∥ΠP + PΠ− PE(1nπ

T)∥F
∥π∥∞

,

(32)

where ζ1 follows since ∥AB∥F ≥ σn(A)∥B∥F and ζ2 follows from Proposition 3 and sub-additivity of square-root.
Next, we will prove (30). Note that

min
B∈BTLh

∥P − PE(B)∥F ≥ min
B∈[0,1]n×n:

B+BT=1n1
T
n

∥P − PE(B)∥F =
1

2

∥∥P + PT − PE(1n1
T
n )
∥∥
F
,

where the first inequality follows since the minimization is performed over a larger set that contains BTLh, and the
last equality follows from the fact that for any (i, j) ∈ E , we have

min
bij∈[0,1]

(pij − bij)
2 + (pji − (1− bij))

2 =
1

2
(pij + pji − 1)2.

Now we will prove (31). Observe that

min
B∈BTLh

∥P − PE(B)∥F ≥ min
B∈BTLh

√
πB,min

∥πB∥∞
∥Π1/2

B PΠ
−1/2
B −Π

1/2
B PE(B)Π

−1/2
B ∥F

ζ1
= min

B∈BTLh

√
πB,min

∥πB∥∞
∥Π1/2

B PΠ
−1/2
B − PE(Π

1/2
B BΠ

−1/2
B )∥F

ζ2
≥ min

πB∈BTLh

min
C∈Rn×n:
C=CT

∥Π1/2
B PΠ

−1/2
B − C∥F√
h
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= min
πB∈BTLh

∥Π1/2
B PΠ

−1/2
B −Π

−1/2
B PTΠ

1/2
B ∥F

2
√
h

,

where ζ1 follows since ΠB is a diagonal matrix, and ζ2 follows since Π
1/2
B BΠ

−1/2
B (in ζ1) is a symmetric matrix and

we have enlarged the set over which minimization is being performed. The last equality follows from the observation
that for any matrix A ∈ Rn×n, we have

min
C∈Rn×n:
C=CT

∥A− C∥F =
1

2
∥A−AT∥F.

Now we will show that there exists a constant c such that

min
πB∈BTLh

∥Π1/2
B PΠ

−1/2
B −Π

−1/2
B PTΠ

1/2
B ∥F ≥ c∥Π1/2PΠ−1/2 −Π1/2PTΠ−1/2∥F.

Note that it is sufficient to show that there exists a constant c̃ such that

min
πB∈BTLh

∥ΠBP − PTΠB∥F ≥ c̃∥ΠP − PTΠ∥F. (33)

This is because if (33) is true, then

min
πB∈BTLh

∥Π1/2
B PΠ

−1/2
B −Π

−1/2
B PTΠ

1/2
B ∥F ≥ min

πB∈BTLh

∥ΠBP − PTΠB∥F
∥πB∥∞

ζ1
≥ min

πB∈BTLh

n

h
∥ΠBP − PTΠB∥F

ζ2
≥ nc̃

h
∥ΠP − PTΠ∥F

≥ c̃nπmin

h
∥Π1/2PΠ−1/2 −Π−1/2PTΠ1/2∥F

ζ3
≥ c̃

h2
∥Π1/2PΠ−1/2 −Π−1/2PTΠ1/2∥F,

where ζ1 follows since πB ∈ BTLh, hence πB,i ≥ ∥πB∥∞/h which implies ∥πB∥∞ ≤ h
n , ζ2 follows from our

assumption in (33) (which we will prove next) and ζ3 follows since πmin ≥ ∥π∥∞/h and n∥π∥∞ ≥ 1.
Now it remains to prove (33). To do so, observe that

min
πB∈BTLh

∥ΠBP − PTΠB∥2F ≥ min
πB∈Rn:πT

B1n=1
∥ΠBP − PTΠB∥2F.

Assume that π∗
B is a solution to the following minimization problem

min
πB∈Rn:πT

B1n=1
∥ΠBP − PTΠB∥2F,

and let Π∗
B ≜ diag(π∗

B). To prove (33), we will show that the following ratio is upper bounded by a constant.

∥ΠP − PTΠ∥F
∥Π∗

BP − PTΠ∗
B∥F

=

√
πTRπ

π∗T
B Rπ∗

B

. (34)

where the matrix R is defined as follows

Rij ≜


−pijpji, i ̸= j and (i, j) ∈ E∑
l:l ̸=i:
(i,l)∈E

p2il, i = j

0, otherwise

. (35)

Note that R is symmetric and is in fact a positive semidefinite matrix (as uTRu =
∑

(i,j)∈E(uipij−ujpji)
2). Therefore,

all its eigenvalues are non-negative. Moreover, when the canonical Markov matrix corresponding to P is not reversible,
R is, in fact, positive-definite. Additionally, when the canonical Markov matrix corresponding to P is reversible, then
(33) trivially holds as both sides of the inequality are zero. Therefore, our main focus will be on the case when the
matrix P is not reversible. First, to begin, let us focus on the denominator term π∗T

B Rπ∗
B . Recall that π∗

B is the solution
of the following optimization problem:

min
πB∈Rn:πT

B1n=1

1

2
πT
BRπB .

17



Forming the Lagrangian L(πB , λ), we get

min
πB

L(πB , λ) ≜
1

2
πT
BRπB − λ

(
πT
B1n − 1

)
.

This gives the optimality condition as Rπ∗
B = λ∗1n, where λ∗ is the optimal dual solution. The optimality condition

implies
π∗T
B Rπ∗

B = λ∗. (36)

Therefore, λ∗ ≥ 0 as R is positive (semi-)definite. Equivalently, the optimality condition implies that π∗
B is the Perron-

Frobenius eigenvector of the matrix SB,λ∗ where SB,λ is a matrix with parameter λ and is defined as

SB,λ ≜ In +
1

n
(λ1n1

T
n −R). (37)

This is because the optimality condition implies that π∗T

B = π∗T

B (In +
λ∗1n1

T
n−R

n ). Moreover, note that each entry of
SB,λ ≥ 0 for λ ≥ 0. Now, consider the numerator term in (34), which can be expressed as

πTRπ =πTRπ∗
B + (π − π∗

B)
T
R(π − π∗

B) + π∗T
B R(π − π∗

B)

=λ∗πT1n + (π − π∗
B)

TR(π − π∗
B) + λ∗1T

n (π − π∗
B)

=λ∗ + (π − π∗
B)

T
R(π − π∗

B) ≤ λ∗ + λmax(R)∥π − π∗
B∥22, (38)

where λmax(R) is maximum eigenvalue of R. Note that by Gershgorin circle theorem [78], we have λmax(R) ≤
maxi

∑n
j=1 |Rij | ≤ 2dmax. Now, we will upper bound ∥π−π∗

B∥2. Since, π and π∗
B are Perron vectors of S and SB,λ∗

with eigenvalues 1, therefore we have

πT − π∗T

B =πTS − π∗T

B SB,λ∗ = (π − π∗
B)

T(
S − 1nπ

T
)
+ π∗T

B (S − SB,λ∗)

Taking norm ∥ · ∥π−1 on both sides and using the triangle inequality gives

∥π − π∗
B∥π−1 ≤ ∥π − π∗

B∥π−1∥S − 1nπ
T∥π−1 + ∥π∗T

B (S − SB,λ∗)∥π−1 . (39)

It is straightforward to verify that

∥S − 1nπ
T∥π−1 = ∥Π1/2SΠ−1/2 −√

π
√
π
T∥2.

Rearranging the terms and utilizing Lemma 4 we get the following bound

∥π − π∗
B∥2 ≤ 4

√
∥π∥∞
πmin

∥π∗
B
T(S − SB,λ∗)∥2

ξ2
≤ 4

√
h

ξ2
(∥π∗

B
T(S − SB,0)∥2 +

λ∗

n
∥π∗

B
T1n1

T
n∥2)

≤ O

(
∥π∗

B
T(S − SB,0)∥2 +

λ∗
√
n

)
(40)

where SB,0 is the matrix in (37) with λ = 0. Now consider the ith term of the π∗
B
T(S − SB,0) as

(π∗
B
T(S − SB,0))i =

1

d

(
π∗
B,i

∑
j:j ̸=i
(i,j)∈E

(
d

n
p2ij − pij

)
+
∑
j:j ̸=i
(i,j)∈E

π∗
B,j

(
pji −

d

n
pijpji

))

= −1

d

∑
j:j ̸=i
(i,j)∈E

(π∗
B,ipij − π∗

B,jpji)

(
1− d

n
pij

)
.

Since, for any graph we have d ≤ 2n, we obtain |1− d
npij | ≤ 1. Therefore, using the above bound ∥π∗

B
T(S−SB,0)∥22

can be bounded as

∥π∗
B
T(S − SB,0)∥22 ≤ 1

d2

n∑
i=1

( ∑
j:j ̸=i
(i,j)∈E

|π∗
B,ipij − π∗

B,jpji|
)2

≤ dmax

d2

∑
(i,j)∈E

(π∗
B,ipij − π∗

B,jpji)
2

=
1

2d
∥Π∗

BP − PTΠ∗
B∥2F =

λ∗

2d
. (41)
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Combining (40) and (41), we get

∥π − π∗
B∥2 ≤ O

(
λ∗
√
n
+

√
λ∗

d

)
.

Thus, from (38) and the fact that λmax(R) ≤ 2dmax, there exists a constant c such that we have

πTRπ ≤ λ∗ + 2cλ∗dmax

(
1√
n
+

√
λ∗

d

)2

≤ λ∗ + 2cλ∗(1 +
√
λ∗/2)2. (42)

Therefore, using (36) and (42), the ratio in (34) is upper bounded as

∥ΠP − PTΠ∥F
∥Π∗

BP − PTΠ∗
B∥F

≤ 1 +O(
√
λ∗). (43)

Finally, it remains to show that λ∗ is upper bounded by a constant. We show this through the following argument.
Note that SB,0 is a symmetric matrix with absolute eigenvalues strictly less than 1 (when the canonical Markov matrix
corresponding to P is not reversible). This is because for any vector u ∈ Rn with ∥u∥2 = 1, we have

uTSB,0u = uTu− 1

n

∑
(i,j)∈E

(uiPij − ujPji)
2
< uTu.

This implies that when the canonical Markov matrix of P is reversible, then the Perron-Frobenius eigenvalue of SB,0 is
1 (otherwise, it is strictly less than one). Also, recall from the Perron-Frobenius theorem that if 0 ≤ A < B entrywise,
then λmax(A) ≤ λmax(B). Moreover, if B is irreducible, then the inequality is strict: λmax(A) < λmax(B). Observe
that since the induced graph G is strongly connected, therefore irreducibility holds. Moreover, since for any λ > 0,
SB,λ > SB,0 entrywise, therefore we have λmax(SB,λ) > λmax(SB,0). Thus, λ∗ in SB,λ∗ is the smallest constant
such that λmax(SB,λ∗) = 1 (as the spectral radius of SB,λ∗ is 1). Recall that for an entrywise positive matrix A its
Perron-Frobenius eigenvalue is lower bounded as |λmax(A)| ≥ mini∈[n]

∑n
j=1 aij . Hence, we utilize this condition to

show the existence of a constant λ0 ≥ λ∗, such that λmax(SB,λ0
) ≥ 1, as

λmax(SB,λ0
) ≥ min

i∈[n]

(
1 + λ0 +

1

n

∑
j:j ̸=i
(i,j)∈E

(pijpji − p2ij)

)
≥ λ0 + 1− dmax

n
.

Setting λ0 = dmax

n ensures λmax(SB,λ0) ≥ 1. Thus, λ∗ ≤ dmax

n ≤ 1, proving the theorem.

V. PROOFS OF UPPER BOUNDS

This section is devoted to the proofs of various lemmata and existing results needed to prove Theorems 2 and 3.
The main portion of the proof of Theorem 2 is presented in Section V-B and proof of Theorem 3 is presented in
Section V-D. But first, we need to establish some key results discussed in the following section.

A. Preliminaries

In this section, we will prove key lemmata that will be used quite frequently to develop the proof of the main result
in Theorem 2. The following lemma is similar to [11, Theorem 8] but also holds when the canonical Markov matrix
of P is not reversible.

Lemma 1 (Eigenvector Perturbation). Let π, π̂, π̃ be the stationary distributions of the row stochastic matrices S, Ŝ, S̃,
respectively such that π > 0 entrywise. Then, if ∥Π1/2SΠ−1/2 −√

π
√
π
T∥2 + ∥S − Ŝ∥π−1 < 1, we have

∥π̂ − π̃∥π−1 ≤ ∥π̃T(S̃ − Ŝ)∥π−1

1− ∥Π1/2SΠ−1/2 −√
π
√
π
T∥2 − ∥S − Ŝ∥π−1

.

Proof: By stationarity of S̃ and Ŝ, we have

π̃T − π̂T = π̃TS̃ − π̂TŜ

= π̃T(S̃ − Ŝ) + (π̃ − π̂)TŜ − (π̃ − π̂)T1nπ
T

= π̃T(S̃ − Ŝ) + (π̃ − π̂)T(Ŝ − S) + (π̃ − π̂)T(S − 1nπ
T). (44)

Taking ℓ2(π−1) norm on both sides and using the triangle inequality gives

∥π̃ − π̂∥π−1 ≤ ∥π̃T(S̃ − Ŝ)∥π−1 + ∥π̃ − π̂∥π−1∥Ŝ − S∥π−1 + ∥π̃ − π̂∥π−1∥S − 1nπ
T∥π−1 . (45)
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It is straightforward to verify that

∥S − 1nπ
T∥π−1 = ∥Π1/2SΠ−1/2 −√

π
√
π
T∥2 = σ2(Π

1/2SΠ−1/2),

where σ2(M) denotes the second largest singular value of M and the last equality follows since
√
π is both the left

and right top singular vector of the DTM Π1/2SΠ−1/2. Thus, rearranging the terms in the above inequality establishes
the statement of Lemma 1.

We would like to emphasize the distinction between our proof above and the approach adopted in [11, Theorem
8] for proving a similar result, and elucidate the proof in [11]. In transitioning from (44) to (45), the authors in [11]
utilize the ℓ2(π) norm, as opposed to the ℓ2(π−1) norm. Specifically, they bound the final term on the right-hand side
as follows ∥∥(π̃ − π̂)T

(
S − 1nπ

T
)∥∥

π
≤ ∥π̃ − π̂∥πλ2(S), (46)

where λl(S) is the lth largest eigenvalue (in magnitude) of S for l ∈ [n]. This bound is rather subtle and a detailed
reasoning for (46) is missing. Therefore, we provide it below. Define the function:

ρ(S) ≜ max
e:∥e∥π≤1

eT1n=0

eT(S − 1nπ
T)Π(S − 1nπ

T)Te. (47)

Observe that the maximization is the same as

ρ(S) = max
e:∥e∥2≤1

eTπ−1/2=0

eTΠ−1/2(S − 1nπ
T)Π(S − 1nπ

T)TΠ−1/2e. (48)

Also, observe that the optimal vector e∗ achieving the maximum in the above problem is orthogonal to π3/2. This is
because any component of e∗ in the direction of π3/2 lies in the left nullspace of S − 1nπ

T. Therefore, ρ(S) can be
simplified as

ρ(S) = max
e:∥e∥2≤1

eTπ−1/2=0, eTπ3/2=0

eTΠ−1/2SΠSTΠ−1/2e. (49)

Finally, ρ(S) = λ2(Π
−1/2SΠ1/2) follows by observing that π−1/2 and π3/2 are the corresponding right and left

eigenvectors of Π−1/2SΠ1/2. And since for the BTL model (under hypothesis H0) Π1/2SΠ−1/2 is a symmetric matrix,
it has real eigenvalues. This implies that, by a similarity transform, S,Π1/2SΠ−1/2,Π−1/2SΠ1/2 all have the same
eigenvalues. This proves the bound in (46). However, this technique does not work for general pairwise comparison
models, and therefore we have to resort to ℓ2(π−1) norm.

One of our main goals for deriving Lemma 1 is to find upper bounds on ∥π̂ − π∥2, where π̂, π are stationary
distributions of Ŝ, S, respectively. To achieve this, we will employ Lemma 1 (with the choice S̃ = S and thus, we have
π̃ = π). However, to apply this lemma, it is essential to demonstrate that the condition outlined in Lemma 1 is satisfied.
In other words, we need to find upper bounds on the terms ∥Π1/2SΠ−1/2−√

π
√
π
T∥2 and ∥Ŝ−S∥π−1 , ensuring that

their sum is less than 1. When the Markov chain corresponding to S is reversible, the DTM matrix R = Π1/2SΠ−1/2

is symmetric, and hence,

∥R−√
π
√
π
T∥2 = λ2(S). (50)

Moreover, since the Markov chain is irreducible by the Perron-Frobenius theorem, we have λ2(S) < 1, and the
corresponding upper bounds have been derived in [11], [30]. However, we are interested in the general case where
S need not be reversible (as the underlying pairwise comparison matrix may not be BTL). Hence, we bound each of
these terms using the following two lemmata.

Lemma 2 (Spectral Norm of Noise [30]). For Ŝ constructed as in (25), we have

∥Ŝ − S∥π−1 ≤
√

∥π∥∞
πmin

∥Ŝ − S∥2 ≤ 3

√
h log n

kd
,

with probability at least 1−O(n−3) and where πmin ≜ mini∈[n] πi.

The proof of Lemma 2 is quite similar to [30] but requires slight modifications and is provided in Section V-C3 for
completeness.

Next we upper bound the quantity ∥R − √
π
√
π
T∥2. Observe that ∥R − √

π
√
π
T∥2 is the second largest singular

value of the DTM R (as
√
π are both the left and right singular-vectors of R corresponding to largest singular-value of
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1 [58, Proposition 2.2]). The second largest singular value of DTM R is also equal to the square root of the contraction
coefficient for χ2-divergence ηχ2(π, S) of the source-channel pair (π, S) (see [58], [59], [79] for definitions and details).
For the case of the complete graph, we can upper bound this quantity by upper bounding the Dobrushin contraction
coefficient for TV distance, as demonstrated in the following lemma.

Lemma 3 (Spectral Norm Bound for Complete Graph). In the case of a complete graph, let d = 2n. Then the following
bounds hold on the second largest singular value of the DTM, R = Π1/2SΠ−1/2:∥∥∥Π1/2SΠ−1/2 −√

π
√
π
T
∥∥∥
2
=
√
ηχ2(π, S) ≤ 1− δ

4(1 + δ)
.

Proof: We will find an upper bound on
√
ηχ2(π, S) using [58, Proposition 2.5]:

ηχ2(π, S) ≤ ηTV(S) = max
i,j

∥Si,: − Sj,:∥TV,

where ηTV(S) is the Dobrushin contraction coefficient for TV distance ∥ · ∥TV. Note that Sii ≥ 1/2 and Sij ≤ 1/(2n)
for i, j ∈ [n] with i ̸= j. We can use Assumption 1 to bound as ∥Si,: − Sj,:∥TV between any pair i and j as

∥Si,: − Sj,:∥TV = 1−
n∑

k=1

min{Sik, Sjk} = 1−

 ∑
k:k ̸=i,j

min{pik, pjk}
2n

+
pij + pji

2n


≤ 1− δ

2(1 + δ)
.

Hence, the lemma holds since for 0 ≤ x ≤ 1, we have
√
1− x ≤ 1− x

2 .
In the more general case of an arbitrary graph (consistent with our assumptions), we upper-bound the second largest

singular value of R by leveraging the edge expansion properties and Cheeger’s inequality for non-negative matrices as
demonstrated in the following lemma:

Lemma 4 (Spectral Norm Bound for a General Graph). Let G be the induced graph corresponding to the canonical
Markov matrix S. Consider the DTM R = Π1/2SΠ−1/2, with edge expansion lower bounded by ξ, i.e., ϕ(R) ≥ ξ,
then the following bounds hold on the second largest singular value of R:∥∥∥Π1/2SΠ−1/2 −√

π
√
π
T
∥∥∥
2
≤ 1− 1

4
ξ2.

Proof: Observe that

σ2(R) =
√

λ2(RRT)
ζ1
≤
√

λ2

(
R+RT

2

)
ζ2
≤
√

1− 1

2
ϕ2

(
R+RT

2

)
ζ3
≤ 1− 1

4
ϕ2(R)

ζ4
≤ 1− 1

4
ξ2,

where ζ1 follows by a standard argument and the explanation is provided below. ζ2 is a consequence of Cheeger’s
inequality for non-negative matrices in Lemma 5 (see below). ζ3 follows since

√
1− x ≤ 1−x/2 for x ≥ 0. and since

ϕ(R) = ϕ((R + RT)/2) = ϕ(RT) (proof provided below for completeness). Finally, ζ4 follows because ϕ(R) ≥ ξ,
by Assumption 2. Regarding ζ1, observe that since the matrix R is 1

2 -lazy, i.e., Rii ≥ 1
2 for all i ∈ [n] (as Sii ≥ 1

2 ),
therefore we have

RRT =
R+RT

2
+

(2R− I)
(
2RT − I

)
4

− I

4
.

Using the above relation, we obtain

xTRRTx ≤ xT(R+RT)x

2
+ ∥x∥22

∥2R− I∥2∥2RT − I∥2
4

− ∥x∥22
4

ζ

≤ xT(R+RT)

2
x,

where ζ follows since 2R− I is a non-negative matrix (as R is 1
2 -lazy) with largest singular value of 1 and with both

left and right singular vectors
√
π, which gives ∥2R− I∥2 ≤ 1. This gives

max
x:∥x∥2≤1,x⊥√

π
xTRRTx ≤ max

x:∥x∥2≤1,x⊥√
π

xT(R+RT)x

2
. (51)
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Hence, by (51) and variational characterization of eigenvalues, we have

λ2

(
RRT

)
≤ λ2

(
R+RT

2

)
.

Finally, ϕ(R) = ϕ((R+RT)/2) follows by a little algebra. Observe that both R and (R+RT)/2 share the same left
and right singular vectors

√
π. Moreover, the numerator term in (10) can be simplified as

1T
SDuRDv1Sc = 1T

SΠ
1/2(Π1/2SΠ−1/2)Π1/21Sc = 1T

SΠS1Sc = 1T
SΠS(1n − 1S) = 1T

Sπ − 1T
SΠS1S ,

which is the same as

1T
SDuR

TDv1Sc = 1T
SΠ

1/2(Π−1/2STΠ1/2)Π1/21Sc = 1T
SS

TΠ1Sc = 1T
SS

TΠ(1n − 1S)

= 1T
Sπ − 1T

SS
TΠ1S = 1T

Sπ − 1T
SΠS1S = 1T

SDuRDv1Sc .

The equivalence of the denominator terms in (10) follows from (11), thus proving ϕ(R) = ϕ((R+RT)/2) = ϕ(RT).

Lemma 5 (Cheeger Inequalities for Non-negative Matrices Satisfying Detailed Balance [63, Theorem 15]). Consider
a non-negative matrix M with a Perron-Frobenius eigenvalue of 1 and positive left and right eigenvectors u and v.
Assume that M satisfies the condition of detailed balance, i.e., DuMDv = DvM

TDu where Du = diag(u) and
Dv = diag(v). Then, the following inequalities hold:

1− λ2(M) ≤ ϕ(M) ≤
√
2(1− λ2(M)).

Combining Lemma 2 and Lemma 3 we obtain the following corollary.

Corollary 1 (Spectral Gap). For k ≥ max
{
1, ch logn

dmaxξ4

}
for some constant c, the following bound holds with probability

at least 1−O(n−3):

1− ∥Π1/2SΠ−1/2 −√
π
√
π
T∥2 − ∥Ŝ − S∥π ≥ ξ2

8
.

Proof. Observe that

1− ∥Π1/2SΠ−1/2 −√
π
√
π
T∥2 − ∥Ŝ − S∥π ≥ 1

4
ξ2 − 5

√
h log n

kdmax
≥ ξ2

8
,

where last inequality follows since k ≥ ch logn
dmaxξ4

for some large enough constant c.

Now, using Corollary 1 to bound the denominator term in Lemma 1 and following the same procedure in [11,
Theorem 9], we obtain the following ℓ2-error bound.

Lemma 6 (ℓ2-Error Bound for Pairwise Comparison Model). Under the pairwise comparison model discussed in
Section II such that Assumptions 2 and 4 holds and for k ≥ max

{
1, ch logn

dmaxξ4

}
and dmax ≥ log n, the following bound

holds:

∥π − π̂∥2 ≤ C

ξ2

√
h

kdmax

√
n∥π∥∞ ≤ c2∥π∥2√

kdmax

,

with probability at least 1−O(n−3) for some constants c, C, c2 independent of n, dmax, k (but dependent on h and ξ).

Now utilizing the results developed above the rest of the proof follows using similar arguments in [11, Theorem 9]
and is provided in Appendix C for completeness.

B. Proof of Theorem 2

In this section, we will utilize the lemmata developed above to prove Theorem 2.

Proof of Theorem 2. For every (i, j) ∈ E , define Ŷij ≜
Zij(Zij−1)
kij(kij−1) and p̂ij ≜

Zij

kij
. Since Zij ∼ Bin(kij , pij), it is easy

to verify that

E[p̂ij ] = pij and var(p̂ij) =
pij(1− pij)

kij
,

E[Ŷij ] = p2ij and var(Ŷij) =
−2(2kij − 3)p4ij + 4(kij − 2)p3ij + 2p2ij

kij(kij − 1)
.

(52)
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Now, the test statistic T in terms of Ŷij and p̂ij is

T =
∑

(i,j)∈E:
i ̸=j

(π̂i + π̂j)
2
Ŷij + π̂2

j − 2π̂j(π̂i + π̂j)p̂ij .

We split T as T = T1 + T2 + T3 where

T1 ≜
∑

(i,j)∈E:
i̸=j

(
(π̂i + π̂j)

2 − (πi + πj)
2
)(

Ŷij − p2ij

)
− 2(π̂j(π̂i + π̂j)− πj(πi + πj))(p̂ij − pij), (53)

T2 ≜
∑

(i,j)∈E:
i ̸=j

(
(π̂i + π̂j)

2 − (πi + πj)
2
)
p2ij + π̂2

j − π2
j − 2(π̂j(π̂i + π̂j)− πj(πi + πj))pij , (54)

T3 ≜
∑

(i,j)∈E:
i ̸=j

(
(πi + πj)

2
Ŷij + π2

j − 2πj(πi + πj)p̂ij

)
. (55)

The following lemma bounds the terms T1 and T2.

Lemma 7 (Bounds on T1 and T2). The following bounds hold on T1, T2.
• There exist constants c0, c̃0, ĉ0 such that the following tail bound holds for |T1|

P

|T1| ≥ c0
n∥π∥2∞

k
+

c̃0n∥π∥2∞
k

( (log n)3

dmax

)1/4

+

√
t

dmax
+

(
t4

kdmax

)1/6

+

√
t2

kdmax

 ≤ 16ne−t +
ĉ0
n3

.

(56)
• If dmax ≥ (log n)4, there exists a constant cα such that, with probability at least 1−O(n−3), we have

|T1| ≤
cαn∥π∥2∞

k
. (57)

• If dmax ≥ (log n)4, there exist constants cβ and cγ such that the following bound holds for |T2|, with probability
at least 1−O(n−3):

|T2| ≤
cβ
√
n∥π∥∞√
k

∥ΠP + PΠ− PE(1nπ
T)∥F + cγ

n∥π∥2∞
k

. (58)

• If dmax ≥ log n, the constant cα and cγ defined above scale as O(
√
log n)

The proof is provided in Section V-C1. The following lemma characterizes the mean and the variance of T3.

Lemma 8 (Mean and Variance of T3). The following bounds hold for the mean and variance of T3 as defined in (55).
1) Mean of T3 :

E[T3] = ∥ΠP + PΠ− PE(1nπ
T)∥2F.

2) Variance of T3 :

var(T3) ≤
4∥π∥2∞

k
∥ΠP + PΠ− PE(1nπ

T)∥2F +
4ndmax

k2
∥π∥4∞.

The proof is provided in Section V-C2. Now under hypothesis H0, by Lemma 8, EH0 [T3] = 0 and varH0(T3) ≤
4ndmax∥π∥4

∞
k2 . Moreover, the event {T ≥ t} can be written as

{T ≥ t} = ({T ≥ t} ∩ {T ≤ T ′}) ∪ ({T ≥ t} ∩ {T > T ′})
= ({t ≤ T ≤ T ′}) ∪ ({T ≥ t} ∩ {T > T ′}).

Let T ′ = (cα + cγ)
∥π∥2

∞n
k + T3. Then, we have

PH0(T ≥ t) ≤ PH0(T
′ ≥ t) + PH0(T > T ′) (59)

≤ PH0

(
T3 ≥ t− (cα + cγ)n∥π∥2∞/k

)
+O

(
1

n3

)
ζ

≤ varH0(T3)

varH0
(T3) + (t− (cα + cγ)n∥π∥2∞/k)2

+O

(
1

n3

)
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≤ 4ndmax∥π∥4∞/k

4ndmax∥π∥4∞/(k) + 16ndmax∥π∥4∞/k
+O

(
1

n3

)
≤ 1

4
,

where ζ follows from one-sided Chebyshev’s inequality [80], and in the last inequality we have substituted

t = 4
√
ndmax∥π∥2∞/k + (cα + cγ)

n∥π∥2∞
k

. (60)

Similarly, under hypothesis H1, for some random variable T ′, we have

{T ≤ t} = ({T ≤ t} ∩ {T ≤ T ′}) ∪ ({T ≤ t} ∩ {T ≥ T ′})
= ({T ≤ t} ∩ {T ≤ T ′}) ∪ ({T ′ ≤ T ≤ t}).

In this case, define T ′ = T3 −∆T , where

∆T =
cβ
√
n∥π∥∞√
k

∥ΠP + PΠ− PE(1nπ
T)∥F + (cα + cγ)

n∥π∥2∞
k

.

Therefore, we can bound PH1
(T ≤ t) as

PH1
(T ≤ t) ≤ PH1

(T ′ ≤ t) + PH1
(T ′ ≤ T ) ≤ PH1

(T3 ≤ t+∆t) +O

(
1

n3

)
(61)

≤ varH1
(T3)

varH1(T3) + (EH1 [T3]− t−∆t)2
+O

(
1

n3

)
ζ

≤ 1/4,

where ζ is true if
4varH1

(T3) ≤ (EH1
[T3]− t−∆t)

2.

Let D = ∥ΠP + PΠ− PE(1nπ
T)∥F. The above equation is true if

2

(
2∥π∥∞√

k
D +

2
√
ndmax∥π∥2∞

k

)
≤
(
D2 − cβD

√
n∥π∥∞√
k

− 4
√
ndmax∥π∥2∞

k
− 2(cα + cγ)

n∥π∥2∞
k

)
.

Substituting D = ϵn∥π∥∞, and cancelling out ∥π∥2∞ we obtain the following equivalent condition

4nϵ√
k
+

4n

k

√
dmax

n
≤ ϵ2n2 − cβϵn

1.5

√
k

− 4n

k

√
dmax

n
− 2(cα + cγ)

n

k
. (62)

Next, substituting ϵ = a/
√
nk, we get

4a√
n
+ 4

√
dmax

n
≤ a2 − cβa− 4

√
dmax

n
− 4(cα + cγ). (63)

Clearly, the condition in (63) is satisfied for sufficiently a large constant a0 which gives

nkϵ2 ≥ a0 =⇒ ϵ ≥ a0√
nk

.

Thus, for sufficiently large constant a0 we have demonstrated that the sum of type I and type II errors is bounded by
1
2 . Combining this result with the definition of the critical threshold in (23), we obtain the following bound on εc:

ε2c ≤ O

(
1

nk

)
.

This completes the proof.

We remark that if a standard matrix Bernstein inequality [80] were used in the proof of Lemma 7, the constants cα
and cγ would scale as (log n)1/2. From (63), we would get an additional factor of (log n)1/2 in the scaling of ε2c , thus
proving Proposition 4.
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C. Proofs of Lemmata

1) Proof of Lemma 7: For bounding T1 we split T1 as T1 = T1a + T1b, where

T1a ≜
∑

(i,j)∈E:
i̸=j

(
(π̂i + π̂j)

2 − (πi + πj)
2
)(

Ŷij − p2ij

)
,

T1b ≜
∑

(i,j)∈E:
i ̸=j

−2(π̂j(π̂i + π̂j)− πj(πi + πij))(p̂ij − pij).

To establish an upper bound for P(T1a + T1b ≥ t1 + t2), we utilize the following property:

∀t1, t2 > 0, P(T1a + T1b ≥ t1 + t2) ≤ P(T1a ≥ t1) + P(T1b ≥ t2).

Hence, we proceed by bounding tail bounds on T1a and T1b separately as below. These bounds will be derived by
conditioning that the event A2 holds, where we define

A2 ≜

{
∥π̂ − π∥2 ≤ c2

∥π∥2√
kdmax

}
(64)

and by Lemma 6 we know that P(A2) ≥ 1−O(n−3).
Tail Bounds for T1a: Define a matrix Q as

Qij =

{
Ŷij − p2ij if i ̸= j and (i, j) ∈ E

0 otherwise.
.

From (52), we have E[Qij ] = 0. Now we re-write T1a in terms of the matrix Q as

T1a =
∑

(i,j)∈E:
i ̸=j

(π̂i − πi + π̂j − πj)Qij(π̂i + πi + π̂j + πj)

= (π̂ − π)TQ(π̂ + π) + (π̂ − π)TQT(π̂ + π) +
(
π̂2 − π2

)T
Q1n + 1T

nQ
(
π̂2 − π2

)︸ ︷︷ ︸
ζ0

ζ1
≤ 2c2

∥π∥2√
kdmax

∥Q∥2(2∥π∥2 + ∥π̂ − π∥2) + 2c̃2
n∥π∥2∞∥Q∥2√

kdmax

ζ2
≤ 4c2n∥π∥2∞

∥Q∥2√
kdmax

+ 2c22n∥π∥2∞
∥Q∥2
kdmax

+ 2c̃2
n∥π∥2∞∥Q∥2√

kdmax

≤ ĉ2n∥π∥2∞
∥Q∥2√
kdmax

, (65)

where ζ1 follows from the fact xTAy ≤ ∥x∥2∥y∥2∥A∥2 and since the event A2 holds. In ζ2, we utilize the fact that
∥π∥2 ≤ √

n∥π∥∞. The term ζ0 is upper bounded as

ζ0 ≤ 2c̃2
n∥π∥2∞∥Q∥2√

kdmax

. (66)

The procedure for deriving this bound is somewhat involved and is presented below.
Bounding ζ0: Note that

(
π̂2 − π2

)T
Q1n = (π̂ − π)T(Π̂ + Π)Q1n = (π̂ − π)T(Π̂−Π+ 2Π)Q1n

= (π̂ − π)2
T

Q1n + 2(π̂ − π)TΠQ1n

≤ ∥π̂ − π∥22∥Q1n∥∞ + 2∥π̂ − π∥2∥Π∥2∥Q∥2∥1n∥2
≤ c22∥π∥22

kdmax
∥Q1n∥∞ +

2c2∥π∥2√
kdmax

∥π∥∞∥Q∥2
√
n

≤ c22n∥π∥2∞
kdmax

∥Q1n∥∞ +
2c2n∥π∥2∞√

kdmax

∥Q∥2. (67)
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Now we will establish concentration bounds for ∥Q1n∥∞. To accomplish this, we will utilize McDiamard’s inequality
[80]. However, first note that

(Q1n)i =
∑

j:(i,j)∈E

(
Ŷij − p2ij

)
=

∑
j:(i,j)∈E

(∑k
m=1 Zm,ij

)(∑k
m=1 Zm,ij − 1

)
k(k − 1)

− p2ij .

Define quantity Vij for (i, j) ∈ E as

Vij =

(∑k
m=1 Zm,ij

)(∑k
m=1 Zmij − 1

)
k(k − 1)

.

Let V ′
ij be the value of Vij when one of Zmij

is replaced by Z ′
m,ij , i.e., we have

V ′
ij =

(
Zij + Z ′

m,ij − Zm,ij

)(
Zij + Z ′

m,ij − Zm,ij − 1
)

k(k − 1)
.

Now, the absolute difference |V ′
ij − Vij | is bounded as

∣∣V ′
ij − Vij

∣∣ = ∣∣∣∣∣2
(
Z ′
m,ij − Zm,ij

)
Zij

k(k − 1)
+

(
Z ′
m,ij − Zm,jj

)(
Z ′
m,ij − Zm,ij−1

)
k(k − 1)

∣∣∣∣∣
≤

2|Z ′
m,ij − Zmij |
k(k − 1)

∣∣∣∣Zij +
(Z ′

m,ij − Zm,ij − 1)

2

∣∣∣∣ ≤ 2

k − 1
.

An application of McDiarmid’s inequality gives

P

∣∣∣∣ ∑
j:(i,j)∈E

Ŷij − p2ij

∣∣∣∣ > t

 ≤ 2 exp

 −2t2

kdmax

(
2

k−1

)2
.

Substituting t = c
√

dmax logn
k , for some constant c, we obtain the following bound

∀ i ∈ [n], P
(
(Q1n)i ≥ c

√
dmax log n

k

)
≤ O(n−4).

Therefore, using union bound we have

P
(
∥Q1n∥∞ ≥ c

√
dmax log n

k

)
≤

n∑
i=1

P
(
(Q1n)i ≥ c

√
dmax log n

k

)
≤ O(n−3). (68)

Combining (67) and (68), and utilizing the fact that dmax ≥ log n(
π2 − π2

)T
Q1n ≤ cc22

n∥π∥2∞
k3/2

√
log n

dmax
+ 2c2

n∥π∥2∞∥Q∥2√
kdmax

≤ c̃2
n∥π∥2∞∥Q∥2√

kdmax

.

In a similar manner, we can bound the term 1T
nQ(π̂2 − π2), and thus, we obtain the bound in (66).

Bounding ∥Q∥2: Now it remains to show that ∥Q∥2 ≤ O(
√
dmax/k) with high probability. In the case of a complete

graph, it is much easier to show because each entry Qij is bounded, and therefore Q is a random sub-Gaussian matrix,
and the variance of each entry is upper bounded by 4/k (by (52)). Hence, by [80, Theorem 4.4.5], the spectral norm
∥Q∥2 ≤ 2cq(2

√
dmax + t)/

√
k for some constant cq with probability at least 1− 2e−t2 . Substituting t =

√
log n, we

get the following bound with a probability at least 1−O(1/n3)

∥Q∥2 ≤ 6cq

√
dmax

k
. (69)

For a general graph model (with dmax ≥ log n), an application of matrix Bernstein inequality yields ∥Q∥2 ≤
O(
√

dmax logn
k ) (with high probability). The extra log n factor becomes a bottleneck later in the analysis. However,

using recent advances in concentration inequalities [81, Corollary 2.15] we can indeed show that if dmax ≥ (log n)4,
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then ∥Q∥2 ≤ O(
√
dmax/k) with high probability. The tail bounds of ∥Q∥2 are computed in Lemma 15, and therefore,

we have

P

(
∥Q∥2 ≥

√
24dmax

k
+ c

(
d
1/4
max√
k

(log n)3/4 +

√
t

k
+

d
1/3
maxt2/3

(k2(k − 1))1/3
+

t

k(k − 1)

))
≤ 4ne−t. (70)

Tail Bounds for T1b: Now we bound T1b as

T1b = −2
∑

(i,j)∈E:
i̸=j

(
π̂2
j − π2

j + π̂iπ̂j − πiπj

)
(p̂ij − pij)

=

n∑
j=1

−2
(
π̂2
j − π2

j

) ∑
i:(i,j)∈E,i̸=j

(p̂ij − pij)

− 2
∑

(i,j)∈E:
i ̸=j

(π̂i − πi)(π̂j − πj)(p̂ij − pij)

− 2
∑

(i,j)∈E:
i ̸=j

πi(p̂ij − pij)(π̂j − πj) + πj(p̂ij − pij)(π̂i − πi)

= −21T
n (P̂ − P )

(
π̂2 − π2

)︸ ︷︷ ︸
ζ0

−2(π̂ − π)T(P̂ − P )(π̂ − π)

− 2πT(P̂ − P )(π̂ − π)− 2(π̂ − π)T
(
P̂T − PT

)
π

≤ 4c2n∥π∥2∞√
kdmax

∥P̂ − P∥2 + c̃2
n∥π∥2∞
k1.5

+ 2∥π̂ − π∥22∥P̂ − P∥2 + 4∥π∥2∥P̂ − P∥2∥π̂ − π∥2
ζ1
≤ 4c2n∥π∥2∞√

kdmax

∥P̂ − P∥2 + c̃2
n∥π∥2∞
k1.5

+ 2c22n∥π∥2∞
∥P̂ − P∥2
kdmax

+ 4c2n∥π∥2∞
∥P̂ − P∥2√

kdmax

≤ ĉ2n∥π∥2∞
∥P̂ − P∥2√

kdmax

+ c̃2
n∥π∥2∞
k1.5

, (71)

where ζ1 follows since the event A2 holds and the term ζ0 is bounded as follows and the justification is provided
below

|21T
n (P̂ − P )

(
π̂2 − π2

)
| ≤ 4c2n∥π∥2∞√

kdmax

∥P̂ − P∥2 + c̃2
n∥π∥2∞
k1.5

. (72)

Bounding ζ0: To bound 1T
n (P̂ − P )

(
π̂2 − π2

)
, we utilize the same trick as used in (66). Observe that

1T
n (P̂ − P )

(
π̂2 − π2

)
= 1T

n (P̂ − P )(Π̂ + Π)(π̂ − π) = 1T
n (P̂ − P )(Π̂−Π+ 2Π)(π̂ − π)

= 1T
n (P̂ − P )((π̂ − π)2) + 21T

n

(
P̂ − P

)
Π(π̂ − π)

≤ ∥1T
n (P̂ − P )∥∞∥π̂ − π∥22 + 2

√
n∥P̂n − P∥2∥π∥∞∥π̂ − π∥2

≤ ∥1n(P̂ − P )∥∞
c22∥π∥22
kdmax

+ 2
√
n∥π∥∞∥P̂n − P∥2

c2∥π∥2√
kdmax

≤ ∥1n(P̂ − P )∥∞
c22n∥π∥2∞
kdmax

+ 2c2
n∥π∥2∞√
kdmax

∥P̂n − P∥2. (73)

Now to find concentration bounds for ∥1T
n (P̂ − P )∥∞, observe that its ith component can be expressed as

(1T
n (P̂ − P ))i =

∑
j:(i,j)∈E

p̂ji − pji =
1

k

∑
j:(i,j)∈E

k∑
m=1

(Zm,ji − pji).

Utilizing Hoeffding’s inequality [80], we get

P (|(1n(P̂ − P ))i| > t) ≤ 2 exp

( −2t2

kdmax(
1
k2 )

)
.

Substituting, t = c
√

dmax logn
k for some constant c and utilizing the union bound as in (68), we obtain the bound the

following bound with probability at least 1−O(n−4).

∥1T
n (P̂ − P )∥∞ ≤ c

√
dmax log n

k
≤ c

dmax√
k

. (74)
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Substituting the above bound in (73) we obtain the bound in (72) for some constant c̃2.
Now again we need to show that ∥P̂ − P∥2 ≤ O(

√
dmax/k) with high probability. In case of complete graph, by

[80, Theorem 4.4.5], we have ∥P̂ − P∥2 ≤ 6cp
√
dmax/k with high probability for some constant cp by the same

argument as (69) (since var(p̂ij) ≤ 1/k). For a general graph model, and by application of matrix Bernstein inequality,

again a log n factor becomes a bottleneck as we obtain ∥P̂ −P∥2 ≤ O
(√

dmax logn
k

)
(with high probability). Therefore,

we again utilize [81, Corollary 2.15] to obtain tighter concentration bounds on ∥P̂ − P∥2. Applying, Lemma 14 we
obtain

P

(
∥P̂ − P∥2 ≥

√
dmax

k
+ c

(
d
1/4
max√
4k

(log n)3/4 +

√
t

4k
+

dmax
1/3

(2k)2/3
t2/3 +

t

k

))
≤ 4ne−t. (75)

Now combining (65), (70), (71), and (75), we obtain

P

T1 ≥ c1
n∥π∥2∞

k
+

c̃n∥π∥2∞
k

( (log n)3

dmax

)1/4

+

√
t

dmax
+

(
t4

kdmax

)1/6

+

√
t2

kdmax

 ≤ 8ne−t +O

(
1

n3

)
,

(76)
where the term O( 1

n3 ) is added to account for the probability with which the event A2 and (68) and (74) holds.
Substituting t = c̄ log n for some constant c̄, and utilizing the fact that dmax ≥ (log n)4, we obtain that there exists a
constant cα such that with probability at least 1−O(1/n3), we have T1 ≤ cα

n∥π∥2
∞

k . The corresponding lower bounds
on T1 can be obtained in a similar manner, and therefore, for the tail bound on |T1|, we get a factor of 2, thus proving
(56).

Bounding T2: Define matrices P2 and P3 as follows

P2 ≜


p2ij , i ̸= j and (i, j) ∈ E
1/2, i = j
0, otherwise

,

P3 ≜

{
(1− pji)

2
+ p2ij , i ̸= j and (i, j) ∈ E

0, otherwise
.

Now we will bound T2 by simplifying it as

T2 =
∑

(i,j)∈E:
i ̸=j

(
(π̂i + π̂j)

2 − (πi + πj)
2
)
p2ij + π̂2

j − π2
j − 2(π̂j(π̂i + π̂j)− πj(πi + πj))pij

=
∑

(i,j)∈E:
i ̸=j

(
π̂2
i − π2

i

)
p2ij +

(
π̂2
j − π2

j

)(
p2ij + 1− 2pij

)
+ 2(π̂iπ̂j − πiπj)

(
p2ij − pij

)
=

∑
(i,j)∈E:

i ̸=j

(π̂i − πi)(π̂i + πi)
(
p2ij + (1− pji)

2
)
+ 2(π̂i − πi)(π̂j − πj)

(
p2ij − pij

)
+ 2πi(π̂j − πj)

(
p2ij − pij

)
+ 2πj(π̂i − πi)

(
p2ij − pij

)
=

∑
(i,j)∈E:

i ̸=j

(π̂i − πi)
2
(p2ij + (1− pji)

2
) + 2(π̂i − πi)×

(
πi(p

2
ij + (1− pji)

2
) + πj

(
p2ji − pji

)
+ πj

(
p2ij − pij

))
+ 2(π̂i − πi)(π̂j − πj)

(
p2ij − pij

)
= (π̂ − π)2

T

P31n+∑
(i,j)∈E:

i ̸=j

2(π̂i − πi)pij(πipij + πjpij − πj) + 2(π̂i − πi)(1− pji)(πi − πipji − πjpji)

+ 2(π̂ − π)
T
(P2 − P )(π̂ − π)

ζ1
≤ ∥π̂ − π∥22∥P31n∥∞ + 4

√
dmax∥π̂ − π∥2∥ΠP + PΠ− PE(1nπ

T)∥F + ∥π̂ − π∥22λ1(P − P2)

ζ2
≤ 4c2∥π∥2√

k
∥ΠP + PΠ− PE(1nπ

T)∥F + 2
c22∥π∥22

k
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≤ 4c2
√
n∥π∥∞√
k

∥ΠP + PΠ− PE(1nπ
T)∥F +

2nc22∥π∥2∞
k

,

where the explanation for the middle term of ζ1 is provided below and ζ2 follows from since the event A2 holds and
the fact that P − P2 is a non-negative matrix; therefore, all of its eigenvalues are smaller than its spectral radius in
absolute value. Therefore, by Gershgorin circle theorem, λ1(P − P2) ≤ dmax. The middle term in ζ1 is bounded as∑

(i,j)∈E:
i ̸=j

2(π̂i − πi)pij(πipij + πjpij − πj) =

n∑
i=1

2(π̂i − πi)
∑

j:(i,j)∈E,
j ̸=i

pij(πipij + πjpij − πj)

≤ ∥π̂ − π∥2∥(ΠP + PΠ− PE(1nπ
T))1n∥2

≤
√

dmax∥π̂ − π∥2∥ΠP + PΠ− PE(1nπ
T)∥F,

where last inequality follows by utilizing the fact at most dmax entries are non-zero in any row of the matrix ΠP +
PΠ − PE(1nπ

T), and the fact that (
∑n

i=1 ai)
2 ≤ (

∑n
i=1 |ai|)2 ≤ n

∑n
i=1 a

2
i . This holds because the absolute value

of each entry of P2 − P and P3 is upper bounded by 1. Similarly, we can obtain the corresponding lower bounds on
T2 in the same fashion as above, and this completes the proof.

2) Proof of Lemma 8:
Part 1: Since Zij ∼ Bin(kij , pij), we have

E[T3] =

n∑
i=1

n∑
j=1

(πi + πj)
2
E[Z2

ij ]− E[Zij ]

kij(kij − 1)
+ π2

j − 2(πi + πj)πj
E[Zij ]

kij

=

n∑
i=1

n∑
j=1

(πi + πj)
2p2ij + π2

j − 2(πi + πj)πjpij = ∥ΠP − PΠ− PE(1nπ
T)∥2F.

Part 2: Now, to bound var(T3), we assume kij = k for all i, j ∈ [n], and thus, we have

var(T3) =
∑

(i,j)∈E:
i ̸=j

(πi + πj)
4
var(Ŷij) + 4π2

j (πi + πj)
2
var(p̂ij)− 4(πi + πj)

3
πj

(
E[Ŷij p̂ij ]− E[Ŷij ]E[p̂ij ]

)

ζ1
=

∑
(i,j)∈E:

i ̸=j

(πi + πj)
4

(
2p2ij + 4(k − 2)p3ij + (6− 4k)p4ij

k(k − 1)

)
+

4π2
j (πi + πj)

2
pij(1− pij)

k

− 4πj(πi + πj)
3

(
2p2ij − 2p3ij

k

)

=
∑

(i,j)∈E:
i ̸=j

2(πi + πj)
2

k

(
(πi + πj)

2(p2ij − 2p3ij + p4ij)

k − 1
+ 2(πi + πj)

2p3ij(1− pij)

+ 2π2
j pij(1− pij)− 4πj(πi + πj)p

2
ij(1− pij)

)
ζ2
≤

∑
(i,j)∈E:

i ̸=j

2(πi + πj)
2

k

(
(πi + πj)

2p2ij(1− pij)
2

k − 1
+

1

2
((πi + πj)pij − πj)

2

)
ζ3
≤ 4∥π∥2∞

k
∥ΠP + PΠ− PE(1nπ

T)∥2F +
32∥π∥4∞ndmax

k(k − 1)
× 1

16

≤ 4∥π∥2∞
k

∥ΠP + PΠ− PE(1nπ
T)∥2F +

4

k2
ndmax∥π∥4∞,

where ζ1 follows from the moments of the Binomial random variable as described in (52) along with additional
calculations provided below, ζ2 follows by upper bounding pij(1− pij) by 1/4 and ζ3 follows by upper bounding πi

by ∥π∥∞ and p2ij(1− pij)
2 by 1/16. To show ζ1, note that

E[Ŷij p̂ij ]− E[Ŷij ]E[p̂ij ] = E
[
Z2
ij(Zij − 1)

k2(k − 1)

]
− p3ij

29



=
k(k − 1)(k − 2)p3ij + 3k(k − 1)p2ij + kpij

k2(k − 1)
−

kpij(1− pij) + k2p2ij)

k2(k − 1)
− p3ij

=
2p2ij − 2p3ij

k
.

This completes the proof.
3) Proof of Lemma 2: We aim to establish an upper bound on ∥S − Ŝ∥2. Recall that for (i, j) ∈ E and i ̸= j, we

have

Ŝij =
1

kd
Zij , (77)

where Zij follows a binomial distribution with parameters k and pij , and Zij = 0 otherwise. Moreover, the random
variables Zij are independent for all (i, j) ∈ E and i ̸= j. Define, a diagonal matrix D ∈ Rn×n, where Dii = Sii− Ŝii

for i ∈ [n]. An application of triangle inequality allows us to separately upper bound the spectral norm due to diagonal
and off-diagonal entries as

∥S − Ŝ∥2 ≤ ∥D∥2 + ∥S0 − Ŝ0∥2, (78)

where S0 and Ŝ0 are the same as matrices S and Ŝ, respectively, but with diagonal elements set to 0. To bound ∥D∥2,
Observe that

Dii = Sii − Ŝii =
(
1− 1

d

∑
j:j ̸=i
(i,j)∈E

pij
)
−
(
1− 1

d

∑
j:j ̸=i
(i,j)∈E

p̂ij
)

=
1

kd

∑
j:j ̸=i
(i,j)∈E

k∑
m=1

(Zm,ij − pij). (79)

Also, since D is a diagonal matrix, we have ∥D∥2 = maxi |Dii|. And by (79), for any fixed i, kdDii is a sum of at
most kdmax independent, zero-mean random variables and each random variable takes values in (−1, 1). Therefore,
by applying Hoeffding’s inequality, we have

∀i ∈ [n], P
(
kd|Dii| > t

)
≤ 2 exp

(
− 2t2

4kdmax

)
. (80)

Setting t = 3
√
kdmax log n, and by application of union bound we get

P

(
∥D∥2 ≥ 3

√
dmax log n

kd2

)
≤

n∑
i=1

P
(
|Dii| > 3

√
dmax log n

kd2

)
≤ O(n−3). (81)

Bounding ∥S0 − Ŝ0∥2: The bound follows by a direct application of Lemma 9 on ∥kd(S0 − Ŝ0)∥2. Substituting
t = 2

√
kdmax log n utilizing our assumption that dmax ≥ log n, we obtain

P
(
∥kd(S0 − Ŝ0)∥2 ≥ 2

√
kdmax log n

)
≤ 2n× 1

n4
.

Thus, the following bound holds with probability at least 1−O(n−3).

∥S0 − Ŝ0∥2 ≤ 2

√
dmax log n

kd2
. (82)

Combining (80) and (82) and using the fact that d ≥ 2dmax completes the proof.

Lemma 9 (Spectral Norm of Error). Let A ∈ Rn×n be a matrix such that Aij ∼ Bin(pij , k) for every (i, j) ∈ E with
i ̸= j and 0 otherwise. Then, we have

P(∥A− E[A]∥2 ≥ t) ≤ 2n exp

( −t2/2

kdmax/4 + t/3

)
.

Proof: We begin by representing Aij as a sum of k independent Bernoulli random variables for (i, j) ∈ E and i ̸= j.
Specifically, let Aij =

∑k
m=1 Zm,ij , where Zm,ij ∼ Bernoulli(pij). Also, define matrices U ij , where

U ij
m = (Zm,ij − pij)eie

T
j for (i, j) ∈ E and i ̸= j,
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and U ij
m = 0 otherwise. Now define Ũ ij , so as to symmetrize the matrices U ij :

Ũ ij =

(
0 U ij

(U ij)T 0

)
.

Observe that A− E[A] =
∑

(i,j)∈E,i̸=j

∑k
m=1 U

ij
m and ∥A− E[A]∥2 = λmax(

∑
(i,j)∈E,i̸=j

∑k
m=1 Ũ

ij
m). Now, we will

employ the matrix Bernstein inequality to analyze the sum of independent, zero-mean self-adjoint random matrices.
Clearly ∥Ũ ij

m∥2 ≤ 1, therefore we have

P
(
λmax

( ∑
(i,j)∈E,i̸=j

k∑
m=1

Ũ ij
m

)
≥ t

)
≤ 2n exp

( −t2/2

σ2 + t/3

)
,

where

σ2 =

∥∥∥∥ ∑
(i,j)∈E:i ̸=j

k∑
m=1

E[(Ũ ij
m)2]

∥∥∥∥
2

=

∥∥∥∥ ∑
(i,j)∈E,i̸=j

k∑
m=1

pij(1− pij)

(
eie

T
i 0

0 eje
T
j

)∥∥∥∥
2

≤ kdmax

4
.

This completes the proof.

D. Proof of Theorem 3

First, we begin by deriving bounds on the probability of type I error. Similar to the proof of Theorem 2, we split the
test statistic T as T = T1 + T2 + T3, where T1, T2 and T3 are defined in Eqs. (53) to (55). To calculate the P(T ≥ t)
for t ≥ 0, we use the following inequality

P(T ≥ t) ≤ P
(
T3 ≥

(
t− cβ

√
n∥π∥∞√
k

∥ΠP + PΠ− PE(1nπ
T)∥F − (cα + cγ)

n∥π∥2∞
k

))
+ P

(
T1 ≥ cα

n∥π∥2∞
k

)
+ P

(
T2 ≥ cβ

√
n∥π∥∞√
k

∥ΠP + PΠ− PE(1nπ
T)∥F + cγ

n∥π∥2∞
k

)
ζ1
≤ P(T3 ≥ t̃) +O

(
1

n3

)
, (83)

where ζ1 follows from Lemma 7. Now we will derive tail bounds for T3. To proceed, consider the quantity T ij
3 for

(i, j) ∈ E and i ̸= j defined as the (i, j)th term of T3:

T ij
3 ≜ (πi + πj)

2Zij(Zij − 1)

k(k − 1)
+ π2

j − 2(πi + πj)πj
Zij

k
.

Recall that Zij =
∑k

m=1 Zm,ij . Clearly, T ij
3 is a function of Zm,ij for m ∈ [k]. Observe that T ij

3 − E[T ij
3 ] can be

expressed as

k(k − 1)
(
T ij
3 − E[T ij

3 ]
)
= (πi + πj)

2Zij(Zij − 1) + π2
jk(k − 1)

− 2(k − 1)(πi + πj)πjZij − k(k − 1)((πi + πj)pij − πj)
2

= (πi + πj)
2

(
k∑

m=1

Zm,ij

)(
k∑

m=1

Zm,ij − 1

)
− 2(k − 1)(πi + πj)πj

(
k∑

m=1

Zm,ij

)
− k(k − 1)(πi + πj)

2
p2ij + 2k(k − 1)(πi + πj)πjpij

= (πi + πj)
2

( k∑
m=1

k∑
m′ ̸=m
m′=1

(
Zm,ijZm,ij′ − p2ij

))
− 2(k − 1)(πi + πj)πj

(
k∑

m=1

(Zm,ij − pij)

)
.

Define a vector zij ∈ Rk such that zij =
[
z1ij , . . . , zkij

]T
and a matrix A ∈ Rk×k such that A = 1k1

T
k − I . Observe

that

k(k − 1)(T ij
3 − E[T ij

3 ]) = (πi + πj)
2(
zTijAzij − p2ij1

T
kA1k

)
− 2(πi + πj)πj(zij − pij1k)

T
A1k.

Utilizing the fact that

(zij − pij1k)
TA(zij − pij1k) = zTijAzij − 2pij(zij − pij1k)

TA1k − p2ij1
T
kA1k,
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we obtain

k(k − 1)(T ij
3 − E[T ij

3 ]) = (πi + πj)
2(zij − pij1k)

TA(zij − pij1k)

+ 2(πi + πj)((πi + πj)pij − πj)(zij − pij1k)
TA1k. (84)

Observe that under hypothesis H0, the last term of the above equation reduces to zero. We will utilize Hanson-Wright
inequality [82, Theorem 1.1] to bound the first term. Therefore, under hypothesis H0 and for some constant c we have

P

k(k − 1)
∑

(i,j)∈E:i̸=j

T ij
3 ≥ k(k − 1)t

 = P

 ∑
(i,j)∈E:i ̸=j

(πi + πj)
2(zij − pij1k)

TA(zij − pij1k) ≥ k(k − 1)t


≤ P

 ∑
(i,j)∈E:i ̸=j

4∥π∥2∞(zij − pij1k)
TA(zij − pij1k) ≥ k(k − 1)t


ζ1
≤ exp

(
−cmin

{
k2(k − 1)2t2

∥Ã∥2F · 4∥π∥4∞ ·
(
1
2

)4 , k(k − 1)t

∥Ã∥2 · 2∥π∥2∞ ·
(
1
2

)2}
)

ζ2
= exp

(
− cmin

{
4k(k − 1)t2

|E|∥π∥4∞
,

2kt

∥π∥2∞

})
, (85)

where ζ1 follows by applying Hanson-Wright inequality to the concatenated matrix Ã ∈ R|E|k×|E|k with matrix A
along its digonal and utilizing the fact that the entrywise sub-Gaussian norm of Zm,ij − pij is upper bounded by 1

2

and ζ2 follows because ∥Ã∥2F = |E|k(k − 1) and ∥Ã∥2 = ∥A∥2 = k − 1. Finally, utilizing |E| ≤ ndmax, we obtain

P(T3 > t) ≤ exp

(
− cmin

{
4k(k − 1)t2

ndmax∥π∥4∞
,

2kt

∥π∥2∞

})
.

To obtain tail bounds under hypothesis H1, we again utilize (84) as

P
( ∑

(i,j)∈E:i ̸=j

(T ij
3 − E[T ij

3 ]) ≤ −t

)
≤ P

 ∑
(i,j)∈E:i ̸=j

(πi + πj)
2(zij − pij1k)

TA(zij − pij1k) ≤ −k(k − 1)t

2


+ P

 ∑
(i,j)∈E:i ̸=j

2(πi + πj)((πi + πj)pij − πj)(zij − pij1k)
TA1k ≤ −k(k − 1)t

2


ζ1
≤ exp

(
− cmin

{
4k(k − 1)t2

|E|∥π∥4∞
,

2kt

∥π∥2∞

})

+ P

 ∑
(i,j)∈E:

i ̸=j

k∑
m=1

(πi + πj)((πi + πj)pij − πj)(Zm,ij − pij) ≤ −kt

4


ζ2
≤ exp

(
− cmin

{
4k(k − 1)t2

∥π∥4∞
,

2kt

∥π∥2∞

})
+ exp

( −2kt2/16

4∥π∥2∞∥ΠP + PΠ− PE(1nπT)∥2F

)
,

where ζ1 follows from (85) and ζ2 follows by applying Hoeffding’s inequality. Therefore, we obtain

P
(
T3 − E[T3] ≤ −t

)
≤ exp

(
− cmin

{
4k(k − 1)t2

ndmax∥π∥4∞
,

2kt

∥π∥2∞

})
+ exp

( −kt2

32∥π∥2∞∥ΠP + PΠ− PE(1nπT)∥2F

)
.

This completes the proof.

VI. PROOFS OF LOWER BOUND AND STABILITY

In this section, we will provide proofs of Theorem 4 and Proposition 9.

32



A. Proof of Theorem 4

We will apply the Ingster-Suslina method to establish a lower bound on the critical threshold [71]. Throughout the
proof, we will assume that the induced graph is complete. Moreover, under the null hypothesis, we assume that the
pairwise comparison matrix P is fixed to be an all 1/2 matrix, i.e.,

H0 : P = P0 ≜
1

2
1n1

T
n . (86)

We will denote the distribution corresponding to the pairwise comparison matrix P0 by P0. Additionally, note that
under H0, the stationary distribution of the canonical Markov matrix S is uniform, i.e., π = 1

n1n. Under the alternative
hypothesis, we assume that the pairwise comparison matrix Pθ is generated by sampling the parameter θ uniformly
from the set Θ, i.e.,

H1 : P = Pθ and θ ∼ Unif(Θ), (87)

and for θ ∈ Θ, Pθ is given by

Pθ =

[
1
21n/21

T
n/2

1
21n/21

T
n/2 + ηQθ

1
21n/21

T
n/2 − ηQθ

1
21n/21

T
n/2

]
, (88)

where Θ is set of all permuation matrices, and Qθ is the n
2 × n

2 permutation matrix corresponding to the permutation
θ and the perturbation η ∈ (0, 1

2 ). Let PΘ denote the overall mixture distribution and Pθ denotes the distribution
corresponding to the pairwise comparison matrix Pθ. The construction of this mixture was inspired by [49]. However,
there are two notable differences. Firstly, the problem in [49] is distinguishing whether two sets of data samples
consisting of pairwise comparisons are coming from the same underlying distribution or two different distributions
described by a pairwise comparison model. In contrast, our work tests whether or not a single dataset is sampled from
a BTL model. Secondly, the manner in which a notion of distance is used to define the deviation of the given data
from the null hypothesis is different in the two works.

Let Sθ denote the canonical Markov matrix corresponding to Pθ. It is straightforward to verify that the stationary
distribution of Sθ is independent of the permutation θ. Let π denote the stationary distribution of Sθ. By the symmetry
of Sθ, the set of first n/2 elements, and respectively, last n/2 elements, of π are equal, i.e., π1 = · · · = πn/2 ≜ x, and
π(n/2)+1 = · · · = πn ≜ y. Now x and y can be determined by solving the set of linear equations:

πT = πTSθ and
n∑

i=1

πi = 1 .

Solving these equations gives

x =
1

n

(
1− 4η

n

)
and y =

1

n

(
1 +

4η

n

)
.

It is also easy to verify that the deviation from BTL ∥ΠPθ + PθΠ − 1nπ
T∥F is also independent of the permutation

θ and is given by

∥ΠPθ + PT
θ Π− 1nπ

T∥2F =
n

2

(
(x+ y)

(
1

2
+ η

)
− y

)2

+
n

2

(
(x+ y)

(
1

2
− η

)
− x

)2

+
n

2

(n
2
− 1
)(x+ y

2
− y

)2

+
n

2

(n
2
− 1
)(x+ y

2
− x

)2

=
2η2

n

(
1− 2

n

)2

+
2η2

n2

(
1− 2

n

)
.

(89)

Let ϵ = ∥ΠPθ + PθΠ − 1nπ
T∥F/(n∥π∥∞) to ensure that the Pθ’s satisfy the condition of the alternative hypothesis

in (19). Substituting the values of ∥π∥∞ = y and ∥ΠPθ + PT
θ Π− 1nπ

T∥F implies that

ϵ2 ≤ C
η2

n
, (90)

for some constant C > 0.
Now, the Ingster-Suslina method [71] states that

Rm ≥ 1−
√
χ2(PΘ||P0), (91)
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where χ2(·||·) denotes the χ2-divergence. We compute χ2(PΘ||P0) by expressing it as an expectation with respect to
two independent pairwise models corresponding to permutation θ and θ′ drawn independently and uniformly at random
from Θ as

χ2(PΘ||P0) = Eθ,θ′∼Unif(Θ)

[∫
dPθdPθ′

dP0

]
,

where dPθ denotes the measure induced by the pairwise comparison model corresponding to permutation θ. Let pij
and p′ij be the pairwise probabilities corresponding to permutations θ and θ′. Now we will utilize the tensorization
property of 1 + χ2(P ||Q), i.e., we utilize the fact that for distributions P1, Q1, . . . , Pn, Qn, we have

1 + χ2

(
n∏

i=1

Pi

∣∣∣∣∣
∣∣∣∣∣

n∏
i=1

Qi

)
=

n∏
i=1

(1 + χ2(Pi||Qi)).

Therefore, the χ2(PΘ||P0) can be simplified as

1 + χ2(PΘ||P0) = Eθ,θ′∼Unif(Θ)

 n∏
i=1

n∏
j=1:
j ̸=i

( k∑
m=0

(
k
m

)
(pij)

m(1− pij)
k−m

(
k
m

)
(p′ij)

m(1− p′ij)
k−m(

k
m

)(
1
2

)k )

= Eθ,θ′∼Unif(Θ)

 n∏
i=1

n∏
j=1:
j ̸=i

( k∑
m=0

(
k
m

)
(pij)

m(1− pij)
k−m(p′ij)

m(1− p′ij)
k−m(

1
2

)k ). (92)

We will focus on the (i, j)th term of the product in (92) for i ̸= j and denote it as f(pij , p
′
ij):

f(pij , p
′
ij) =

k∑
m=0

(
k
m

)
(pij)

m(1− pij)
k−m(p′ij)

m(1− p′ij)
k−m(

1
2

)k . (93)

By our construction of pairwise comparison matrices both pij , p
′
ij take values in set { 1

2 ,
1
2 +η} if j ≥ i (and { 1

2 ,
1
2 −η}

otherwise). Furthermore, whenever either pij or p′ij equals 1
2 , we have f(pij , p

′
ij) = 1. Additionally, by (93) we have

f( 12 −η, 1
2 −η) = f( 12 +η, 1

2 +η). Let a random variable B denote the number of occurrences where pij = p′ij =
1
2 +η

in randomly drawn permutation θ and θ′ (or equivalently, pij = p′ij =
1
2 − η). Consequently, we obtain

1 + χ2(PΘ||P0) = Eθ,θ′∼Unif(Θ)

[
f

(
1

2
+ η,

1

2
+ η

)2B
]
. (94)

This is because by translated skew-symmetry the number of occurrences of pij = p′ij = 1
2 + η is the same as the

occurrences where pij = p′ij = 1
2 − η and f(pij , p

′
ij) is same in both the scenarios. Moreover, we can simplify

f(pij , p
′
ij) as

f

(
1

2
+ η,

1

2
+ η

)
= 2k

k∑
m=0

(
k

m

)(
1

2
+ η

)2m(
1

2
− η

)2k−2m

= 2k
k∑

m=0

(
k

m

)(
1

4
+ η2 + η

)m(
1

4
+ η2 − η

)k−m

= 2k
(
1

2
+ 2η2

)k k∑
m=0

(
k

m

)(
1

2
+

η
1
2 + 2η2

)m(
1

2
− η

1
2 + 2η2

)k−m

= (1 + 4η2)k.

The above equation combined with (94) gives

1 + χ2(PΘ||P0) = Eθ,θ′∼Unif(Θ)

[
(1 + 4η2)2kB

]
=

n/2∑
b=0

P(B = b)(1 + 4η2)2kb. (95)

To derive an upper bound for P(B = b), for a fixed a permutations θ, we aim to find another permutation θ′ with
exactly b aligned elements. These b matches can be selected in

(
n/2
b

)
ways. For the remaining n/2 − b elements we
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require derangements to avoid alignment with the perturbed elements in θ. Therefore, the number of such permutations
is (n2 − b)!

∑n/2−b
i=0

(−1)i

i! . Clearly, this quantity is upper bounded by 1
2 (

n
2 − b)!, yielding an upper bound on P(B = b)

as

P(B = b) ≤
(
n/2
b

)
× 1

2 (
n
2 − b)!

(n/2)!
≤ 1

2
× 1

b!
.

Substituting the above bound in (95), we obtain

χ2(PΘ||P0) ≤
n/2∑
b=0

1

2(b!)
×
(
(1 + 4η2)2kb − 1

)
+

n/2∑
b=0

P(B = b)− 1

ζ

≤ 1

2

n/2∑
b=0

1

b!
((1 + c′)b − 1)

≤ 1

2
(e1+c′ − e) +

1

2

∞∑
b=n

2 +1

1

b!
, (96)

where ζ holds for some constant c′ if 8η2k ≤ c̃. Moreover, the quantity in (96) is bounded above by 1
4 if c̃ is small

enough. However, by (90), we have η2 ≥ C̃nϵ2 for some constant C̃. Therefore, we have shown that if 8C̃nkϵ2 ≤ c̃,
then χ2(PΘ||P0) ≤ 1

4 , which by (91) implies that the minimax risk Rm ≥ 1
2 . Hence, ε2c ≥ c/(kn) as desired.

B. Proof of Proposition 9

Part 1: Let ∆τ = τi(P )− τj(P ), observe that

τi(P )− τj(P ) =

n∑
k=1

pjk − pik

=

n∑
k=1

pjk − πk

πj + πk
+

n∑
k=1

πk

πi + πk
− pik + (πi − πj)

n∑
k=1

πk

(πj + πk)(πi + πk)

=

n∑
k=1

Ejk

πj + πk
− Eik

πi + πk
+

n∑
k=1

πk(πi − πj)

(πj + πk)(πi + πk)
.

Clearly, πi ≥ πj if and only if

∆τ ≥
n∑

k=1

Ejk

πj + πk
− Eik

πi + πk
.

Part 2: The construction of the matrix P ∈ (0, 1)n×n is as follows. (In the proof, we drop the subscript n in the
sub-sequence Pn for brevity.) For simplicity, we assume n is even; otherwise, we can replace n/2 in the construction
with ⌈n/2⌉ to get the corresponding results. Below, we define the pairwise comparison matrix Pn for j ≥ i. The rest
of the values can be obtained by skew-symmetric condition pij + pji = 1.

pij =



1/2 1 ≤ i ≤ j ≤ n
2

1/2 n
2 < i ≤ j ≤ n

1/2 + 2η/n i = 1, j > n/2
1/2 i = 2, n

2 < j ≤ n− l
1
2 + (η − α)/l i = 2, n− l < j ≤ n

1/2 3 ≤ i ≤ n
2 ,

n
2 < j ≤ n

,

where l is a integer less than n/2 and will be defined below. We are primarily interested in the first two rows of P .
Their respective Borda scores are τ1(P ) = n

2 − η and τ2(P ) = n
2 − η + α and hence ∆τ = τ1(P ) − τ2(P ) = −α.

Clearly, under Borda count ranking item 2 is ranked higher than 1. We will show that 1 is always ranked higher than
2 under the BTL ranking. Moreover, we will show that the deviation of P from the BTL condition decays as∥∥ΠP + PΠ− 1nπ

T
∥∥
F
≤ c√

n
,
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To show both these facts, we need to calculate the stationary distribution π of the canonical Markov matrix corresponding
to P . We set l = ⌈2η⌉ and η = 4αn and α = 0.01. Let π1 = a and π2 = b. Using the symmetric structure of P , it is
easy to see that:

π3 = π4 = . . . = πn
2
= c,

πn/2+1 = . . . = πn−l = d,

πn−l+1 = · · · · = π

2
= e.

Here, e denotes a variable and should not be confused with the mathematical constant. The above equations and the
fact that π is a probability vector gives

a+ b+ c
(n
2
− 2
)
+
(n
2
− l
)
d+ le = 1,

and by the stationarity of π, we have the following set of equations:

a

(
n− 1

2
+ η

)
=

b

2
+

c

2

(n
2
− 2
)
+ d
(n
2
− l
)(1

2
− 2η

n

)
+ le

(
1

2
− 2η

n

)
,

b

(
n− 1

2
+ η − α

)
=

a

2
+

c

2

(n
2
− 2
)
+

d

2

(n
2
− l
)
+ le

(
1

2
− η − α

l

)
,

c

(
n− 1

2

)
=

a+ b

2
+

c

2

(n
2
− 3
)
+

d

2

(n
2
− l
)
+

le

2
,

d

(
n− 1

2
− 2η

n

)
= a

(
1

2
+

2η

n

)
+

b

2
+

c

2

(n
2
− 2
)
+

d

2

(n
2
− l − 1

)
+

le

2
.

For simplicity, we restrict our attention to sub-sequences where the matrix dimension n is such that 2η is an integer.
Under this assumption, the system of equations can be solved using Wolfram Mathematica, and the results are presented
based on the dominant terms of the polynomials. The coefficients of the polynomials are accurate to four decimal places.

a =
0.8518

n

(
n9 − 1.4541n8 + 0.6307n7 +O(n6)

)
g(n)

,

b =
0.8518

n

(
n9 − 1.5491n8 + 0.6723n7 +O(n6)

)
g(n)

,

c =
1

n
, d =

1

n

(
n9 − 1.1063n8 + 0.2125n7 +O(n6

)
g(n)

,

e =
1

n

(
n9 + 0.7455n8 − 0.5282n7 +O(n6)

)
g(n)

,

where g(n) is same across all terms and is given as g(n) = n9 − 1.4026n8 + 0.5877n7 + O(n6). Observe that for n
large enough, we have that b < a although the difference between them decreases with n. Now it remains to show that
∥ΠP + PΠ− 1nπ

T∥F decays as O(1/
√
n). To show this, we decompose P as

P =
1

2
1n1

T
n +Q,

where Q contains the residual terms. Note that Q has only n + 2l non-zero terms. Hence, we can upper bound
∥ΠP + PΠ− 1nπ

T∥F as

∥ΠP+PΠ− 1nπ
T∥F = ∥1

2
(π1T

n + 1nπ
T) + ΠQ+QΠ− 1nπ

T∥F

≤ 1

2
∥π1T

n − 1nπ
T∥F + ∥ΠQ+QΠ∥F

≤ ∥a1T
n − πT∥2 + ∥b1T

n − πT∥2 +
1

2
∥u1T

n−2 − 1n−2u
T∥F + ∥ΠQ+QΠ∥F,

where u ∈ Rn−2 is a vector such that and ui = πi+2 for i ∈ [n− 2]. It is easy to see that ∥a1T
n − πT∥2 ≤ O(1/

√
n)

as each term of the vector is bounded above by 2/n. Moreover, observe that for any pair x, y ∈ {c, d, e} the absolute
difference |x− y| ≤ 2/n2 and hence, ∥u1T

n−2 − 1n−2u
T∥F is O(1/n2). Now it is easy to show that

∥ΠQ+QΠ∥F ≤ c√
n
,
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Fig. 1: Plot of
√
n∥ΠP + PΠ− 1πT∥F.

as ΠQ + QΠ has only O(n) non zero terms each of which is bounded above by 2/n. The proof then follows by a
simple calculation.

To verify our calculations, we also plot the numerically calculated values in Fig. 1 which confirms the theoretical
calculation that

√
n∥ΠP + PΠ− 1nπ

T∥F converges to a constant.

VII. NUMERICAL SIMULATIONS

In this section, we will initially introduce a methodology for selecting the threshold for our proposed test.
Subsequently, we will validate several of our theoretical findings through simulations. Furthermore, we will examine
the outcomes of our proposed test on both synthetic and real-world datasets, thereby exploring its efficacy in practical
scenarios.

A. Estimating the Threshold

In this section, we aim to select the critical threshold for our hypothesis testing problem for the BTL model. Recall
that Section III-B, indicates the existence of a constant γ such that for the threshold γ/nk, our test statistic T exhibits
a critical threshold of O(1/

√
nk). However, the precise value of γ necessary to decide between hypotheses H0 or H1

is unknown. The worst-case constants calculated from the various constants appearing in the analysis may be too large
for a smaller n or k (say n = 10, etc.). Furthermore, this ambiguity may become more profound when the number
of comparisons kij are not the same across all pairs, a common scenario in practice. To address this challenge, we
propose two different techniques for selecting the threshold.

Empirical Quantile Approach: In this technique, we randomly generate multiple BTL models with their skill scores
α ∈ Rn

+ selected at random (such that maxi∈[n] αi/minj∈[n] αj is bounded above by some constant). For each model,
we generate an equivalent set of synthetic comparisons kij by independently sampling binomial random variables
{Zij ∼ Bin(kij , αj/(αi + αj))}(i,j)∈E , matching the original data, and compute the corresponding test statistic T . By
repeating this process a sufficient number of times, we build a distribution of test statistics. From this distribution, we
extract the 95% percentile value (or 0.95 quantile) to determine our empirical threshold.

Permutation-Based Scheme: This approach is motivated by the permutation test method to obtain a sharper threshold
for our test in a data-driven manner. Recall that for a standard two-sample hypothesis testing problem, the permutation
technique involves randomly shuffling the labels of the two classes. The test statistic is then recalculated for each
permutation, obtaining a distribution of the test statistics under the null hypothesis H0. To assess the significance of
our observed test statistic, the p-value is then computed as the proportion of permuted test statistics that are more
extreme than the observed test statistic on unshuffled data. To adapt this technique for the BTL hypothesis testing
problem, we perform the following two types of shuffling motivated from Proposition 1:

• Translated Skew-symmetry: For each pair (i, j) ∈ E with i > j, we collect all the (kij +kji) samples together and
reassign the kij samples chosen uniformly at random (without replacement) to “i vs. j” and the rest to “j vs. i”.
This shuffling effectively removes any ‘home advantage effect’ between the players, ensuring that the outcomes
of matches between i and j are indistinguishable from those between j and i.

• Reversibility: In this approach, we adopt a permutation scheme based on Kolmogorov’s loop criterion. Recall that
according to Kolmogorov’s loop criterion, a Markov transition matrix is reversible if and only if, for every cycle,
the forward loop transition probability product is equal to the backward loop transition probability product. To
implement the shuffling process, we interpret the given pairwise comparison data, denoted as Z , as corresponding
to different transitions of the Markov chain (with associated transition probabilities represented by the canonical
Markov matrix of P ). Under the null hypothesis H0, where the underlying model is BTL, we know that the
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Data Before Transformation
...

j is preferred over i in i vs. j comparison
k is preferred over j in j vs. k comparison
l is preferred over k in k vs. l comparison
i is preferred over l in l vs. i comparison

...

Data After Transformation
...

l is preferred over i in i vs. l comparison
k is preferred over l in l vs. k comparison
j is preferred over k in k vs. j comparison
i is preferred over j in j vs. i comparison

...

Shuffling

Fig. 2: Illustration of the data transformation process to induce reversibility for a cycle of length four from i → j →
k → l → i. The (forward) transition probability corresponding to data in the left is proportional to pij · pjk · pkl · pli.
The (backward) transition probability corresponding to data in the right is proportional to pil · plk · pkj · pji.

canonical Markov matrix representing the process is reversible. Consider any cycle of length l in the induced
graph, denoted by i = i1 → i2 → · · · → il = i for some nodes i1, . . . , il−1 ∈ [n], starting and ending at i. For
this cycle, we associate two random variables ZFL and ZBL corresponding to the product of observations in a
forward loop and a backward loop, defined as:

ZFL ≜
l−1∏
j=1

Zmj ,ijij+1
and ZBL ≜

l−1∏
j=1

Zm̃j ,il−j+1il−j
, (97)

for any fixed m1 ∈ [ki1i2 ], . . . ,m
l−1 ∈ [kil−1il ] and m̃1 ∈ [kilil−1

], . . . , m̃l−1 ∈ [ki2i1 ]. Note that here Zmj ,ijij+1

denotes the mj th observartion (mj ∈ [kijij+1 ]) of the form “ij vs. ij+1" and hence Zmj ,ijij+1
∼ Bernoulli(pijij+1).

Therefore, we have that ZFL follows a Bernoulli distribution with parameter
∏l−1

j=1 pijij+1
, and ZBL follows

a Bernoulli distribution with parameters
∏l−1

j=1 pil−j+1il−j
. Based on the Kolgomorov loop criteria, under the

hypothesis H0, we have P({ZFL = 1}) is the same as P({ZBL = 1}) and moreover both the events {ZFL = 1}
and {ZBL = 1} occur only when each of the random variables Zmj ,ijij+1

and Zm̃j ,il−j+1il−j
in the product (in

(97)) are 1. Therefore, this motivates the following shuffling process where we essentially replace the data in Z
corresponding to event {ZFL = 1} by the data corresponding to event {ZBL = 1}. To proceed with the shuffling
process, we begin by uniformly selecting an item i1 = i and then randomly choose a comparison of the form “i
vs. j" from the data Z , for any j ̸= i such that (i, j) ∈ E . If the outcome of the comparison results in item j
being preferred over item i, we move to item j (i.e., set i2 = j) and continue this process from item j, otherwise,
we again repeat this step from item i. This iterative procedure continues until we revisit item i after at least one
departure, effectively completing a cycle (with il = i). Next, we proceed to remove the data corresponding to
the forward cycle {Zm1,i1i2 , . . . , Zml−1,il−1il} while adding new data points to Z corresponding to the backward
cycle {Zm1,ilil−1

, . . . , Zml−1,i2i1}. This step is illustrated with the following example. Suppose that a cycle of
length 3 is found in our dataset. Assume that in this cycle, item j is preferred over item i in a “i vs. j” comparison,
followed by item k being preferred over item j in the “j vs. k” comparison, and finally, item i triumphs over item
k in the “k vs. i” comparison. According to Kolmogorov’s loop criterion, the forward loop probability product:
pij · pjk · pki should be the same as the backward loop probability product pik · pkj · pji. This corresponds to
replacing these three outcomes with the following comparisons: item k being preferred over item i in a “i vs. k”
comparison, item j preferred over item k in a “k vs. j” comparison, and item i preferred over j in a “j vs. i”
comparison. This entire process of finding a cycle and replacing the data is repeated for a sufficient number of
iterations to ensure robust shuffling. Another example illustrating this data transformation process for a cycle of
length 4 is shown in Fig. 2

We repeat the two shuffling techniques sequentially, one after the other, and recalculate the test statistic at each
iteration. By iteratively performing the type of shuffling a sufficient number of times, we construct a distribution of
test statistics. To establish our empirical threshold, we extract the 95% percentile value (or 0.95 quantile) from this
distribution. Notably, in the case of symmetric settings, shuffling for translated skew symmetry becomes redundant,
and only shuffling for reversibility is necessary.

B. Synthetic Experiments

In this section, we will perform several experiments on the synthetically generated datasets to verify our theoretical
results and the effect of the shuffling techniques discussed above under hypotheses H0 and H1. For the first experiment,
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Fig. 3: Plots 3a and 3b illustrate the empirical average of n · T under hypothesis H1 and 1R̂m>1/2 for various values
of η and n.

we will use the same construction for the pairwise comparison matrix P that we utilized in the proof of Theorem 4 under
the null and alternate hypothesis, which are presented in (86) and (87). We set the number of pairwise comparisons per
pair of agents k = 12, the number of agents n is linearly increased from 32 to 128 in 12 equally spaced steps, and the
perturbation η in (88) is increased from 0.16 to 0.32 in 12 equally spaced steps. For each value of η and n, simulations
are performed by generating Zij ∼ Bin(k, pij) for i ̸= j for both hypotheses H0 and H1, and the corresponding value
of values of test statistic T under hypothesis H1 and empirical minimax risk R̂m is estimated. The threshold used for
the decision rule is set to η2/n. Fig. 3a plots the empirical average of n · T under hypothesis H1 averaged over 250
iterations. Note that for a fixed value of η, the values of n · T (under H1) are roughly constant as n increases, and
the values of n · T increase as η increases. Fig. 3b plots the behavior of R̂m for each value of η and n. Observe that
1R̂m>1/2 is largely independent of n, which is consistent with our derivation in Section VI-A, where we have shown
that if 8η2k ≤ c̃ then Rm ≥ 1

2 . Thus, once η exceeds a particular threshold Rm exceeds 1
2 for all values of n.

Now we perform a second set of experiments where we analyze the thresholds derived using the empirical quantile
approach and the permutation-based scheme under both hypotheses H0 and H1. We will derive these thresholds
independently for various values of n and k. Specifically, we consider n values ranging from 10 to 100 with intervals
of 15, and k values set to [12, 24, 36]. For the empirical quantile approach, we begin by generating a collection
of 200 BTL models, where (unscaled) weights are randomly assigned according to αi = 0.05 + U [0, 1], with U [0, 1]
representing a uniform random variable in [0, 1]. Next, for each model, we generate synthetic data using the BTL model
parameters and the corresponding pairwise comparison probabilities. The (scaled) test statistic n ·k ·T is computed for
each model, and the 95% percentile value is identified as the threshold. We denote this estimated threshold using an
empirical quantile approach as γ0, and it is computed for each n and k. Next, we utilize this collection of models and
the corresponding generated synthetic data to compute two types of thresholds using the permutation-based scheme
for each n and k. The first, denoted as γ1, involves only the shuffling corresponding to translated skew-symmetry. For
every model in our collection, this involves shuffling the generated data for every (i, j)th and (j, i)th pair (for i ̸= j)
200 times and evaluating the 95% percentile of (scaled) test statistic n · k · T . The reported γ1 is the average value
over the collection of our models. The second threshold, denoted by γ2, is based on both kinds of shuffling: shuffling
corresponding to translated skew-symmetry as well as corresponding to reversibility. To compute γ2, we conduct skew
symmetry shuffling followed by n cyclic shufflings corresponding to reversibility. This combined process is repeated
200 times for each model, with the scaled test statistic n · k · T calculated on each occasion. The 95% percentile is
evaluated for each set of models, and the reported γ2 value represents the average across the models. We repeat this
experiment again when the induced graph is drawn from a single Erdős-Rényi graph model with edge probability p
satisfying np = log2 n.

Fig. 4a and Fig. 5a plots the obtained thresholds γ0, γ1 and γ2 for various values of n and k for complete induced
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Fig. 4: Plot 4a illustrate the estimated thresholds γ0, γ1, γ2 for various values of n and k for a complete graph. Plot
4b illustrates the behaviour of thresholds γ1, γ2 for various values of n and k for a complete graph under a specific
instance of hypothesis H1. The shaded region highlights 95% confidence intervals of test statistic T .

and for an Erdős-Rényi random graph respectively. It can be seen from both figures that each of the three scaled
thresholds remains roughly constant for various values of n and k, and moreover, under the BTL model, the thresholds,
especially γ0, γ2, match each other quite closely even though they are obtained from quite different mechanisms.

Under the alternative hypothesis H1, we repeat the same experiment as above for both Erdős-Rényi and complete
graphs, but only for a single pairwise comparison model P = 1

21n1
T
n+∆ where ∆ij = 0.22 if i > j and ∆ij = −0.22 if

j > i (and 0 if i = j). Subsequently, we generate independent synthetic data 200 times using the pairwise probabilities
and compute the scaled test statistic n · k · T each time. Fig. 4b and Fig. 5b plot the 95% percentile confidence
intervals for the scaled test statistic n · k · T as shaded regions under the complete graph and Erdős-Rényi random
graph, respectively. The thresholds γ1 and γ2 are computed in the same manner as for hypothesis H0. Notably, by
comparing Figs. 4a and 4b, the threshold γ2 is roughly the same as derived under hypothesis H0. This suggests that
the combination of shuffling corresponding to reversibility and translated skew-symmetry essentially turns the data
as if it were generated by a BTL model. Also, by the construction of our pairwise comparison matrix, the shuffling
corresponding to translated skew-symmetry is redundant as pij + pji = 1 for all (i, j). Therefore, the threshold γ1 is
closer to the 95% percentile for the scaled test statistic.

C. Testing on Real-World Datasets

In this section, we apply the testing procedure to real-world datasets, even when these datasets may not be derived
from the BTL model. We performed our testing on two distinct datasets representing different sports:

Dataset 1: Our first dataset encompasses public data gathered from cricket One Day International (ODI) matches
spanning a period of 19 years, from 1999 to 2017. To ensure the robustness of our analysis, we excluded matches
resulting in a tie or draw. Furthermore, matches where neither of the teams played as the home-team were also removed
from consideration. Subsequently, we narrowed our focus to the eight teams that had engaged in the most number of
matches against each other in both home and away scenarios. The testing procedure involves calculating the proposed
test statistic and the thresholds using the empirical quantile approach and permutation-based scheme. We calculate the
test statistic and the thresholds on the cumulative data of t recent years. Fig. 6a shows the value of n · T (with n = 8)
computed on the cumulative data of t most recent years along with the respective (scaled) thresholds computed using
the empirical-quantile approach and permutation-based scheme. As can be seen in the figure, the calculated test statistic
consistently exceeded the threshold for cricket matches for most values of t. This indicates that the BTL model may
not be the most suitable model for accurately characterizing the performance of cricket teams. The marked deviation
can be attributed, in part, to a significant observed home advantage in the sport which could be clearly observed by
examining the empirical pairwise probability matrix.

Dataset 2: For our second dataset, we employed a similar process, this time focusing on National Football League
(NFL) matches from the years 2001 to 2016. The dataset comprised matches played by fifteen teams that had the most
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Fig. 5: Plots 5a illustrates estimated thresholds γ0, γ1, γ2 for various values of n and k for an Erdős-Rényi random
graph. Plot 5b illustrates the behaviour of estimated thresholds γ1, γ2 for various values of n and k for Erdős-Rényi
random graph under a specific instance of hypothesis H1. The shaded region highlights 95% confidence intervals of
test statistic T .
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2 4 6 8 10 12 14 16
Number of Years (t)

0.2

0.0

0.2

0.4

0.6

0.8

1.0

Va
lu

es

Test Statistic
Threshold - Empirical Quantile
Threshold - Permutation Testing
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Fig. 6: Plots 6a and 6b illustrate the scaled test statistic n · T for the cricket ODI dataset and the NFL dataset. The
thresholds computed using both the empirical-quantile approach and the permutation-based scheme are also reported
for each dataset.

extensive history of matches with one another. As with the cricket dataset, we performed the same test, calculating the
scaled test statistic n · T (with n = 15) and comparing it against the threshold computed using the empirical-quantile
approach and permutation-based scheme on the cumulative data for t most recent years. Our observations for the NFL
dataset are presented in Fig. 6b which illustrates that the BTL model has a much better fit, especially for smaller values
of t. Also, note that the test statistic exceeds the threshold for larger values of t. This is reasonable because over such
a large period, one could expect significant changes in the skill scores of the teams over time, and therefore, a single
BTL model may not be able to accurately capture the data with a single time independent skill score. Additionally, for
both experiments, the thresholds obtained using the two different techniques agree with each other demonstrating the
consistency and effectiveness of both techniques.
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VIII. CONCLUSION

In this work, we studied the problem of testing whether a BTL model accurately represents pairwise comparison
data generated by an underlying pairwise comparison model. We introduced a new notion of separation distance to
quantify the deviation of a pairwise comparison model from the set of BTL models. This distance measure allowed us
to rigorously formulate our minimax hypothesis testing framework. We derived upper bounds on the critical threshold
for our hypothesis testing problem under certain fixed induced graph structures and established a matching information-
theoretic lower bound for complete induced graphs. Furthermore, we established upper bounds on the type I and type II
probabilities of error for our proposed statistical test. Our work also highlighted the importance of expansion properties
and bounded principal ratios for the induced observation graphs in our framework; indeed, our proposed test exhibited
theoretical guarantees under such assumptions. In particular, we provided several examples of families of graphs that
possessed the desired expansion and regularity properties. Finally, we conducted several experiments on synthetic and
real-world datasets to validate our theoretical results. To conduct some of our numerical simulations, we also presented
a new non-parametric approach based on the permutation test that constructed a data-driven threshold for our proposed
hypothesis test.

There are several possible future research directions springboarding off of this work. For example, one could extend
our hypothesis testing framework to account for general k-ary comparison data rather than pairwise comparison data. It
would also be useful to derive bounds on the principal ratio for more general induced graph structures, even when the
graphs depend on the underlying pairwise comparison probabilities. Lastly, one could delve deeper into the theoretical
properties of the new permutation test (based on Kolmogorov’s loop criterion) proposed in our work as well.

APPENDIX A
PROOFS OF BOUNDED PRINCIPAL RATIO

A. Proof of Proposition 5

By Assumption 1 and the Perron-Frobenius theorem, we know that πi > 0 for all i ∈ [n]. By stationarity of π, we
have

πi =

n∑
k=1

πkSki = πi

1− 1

d

∑
k:k ̸=i

pik

+
1

d

∑
k:k ̸=i

pkiπk.

Rearranging the above equation gives

πi =

∑
k:k ̸=i pkiπk∑
k:k ̸=i pik

.

Hence, for any i ̸= j such that πi ≤ πj , we have

πi

πj
=

∑
k:k ̸=i pkiπk∑
k:k ̸=j pkjπk

∑
k:k ̸=j pjk∑
k:k ̸=i pik

≥ δ

∑
k:k ̸=i πk∑
k:k ̸=j πk

∑
k:k ̸=j pjk∑
k:k ̸=i pik

≥ δ2
1− πi

1− πj
≥ δ2,

where last inequality holds because πi ≤ πj and the other inequalities use Assumption 1. The lemma follows by taking
j = argmaxk πk.

B. Proof of Proposition 6

Let the smallest and the largest element of the stationary distribution be denoted as:

πs ≜ min
i∈[n]

πi and πℓ ≜ max
i∈[n]

πi.

Let N(i) denotes the neighbourhood set of i, i.e., N(i) = {j : (i, j) ∈ E}. Let S denote the set {v ∈ N(ℓ) : πv ≤ δ2πℓ}.
By detailed balance equations, we have ∑

j∈N(ℓ)

pℓj

πℓ =
∑

j∈N(ℓ)

πjpjℓ =
∑
j:j∈S

πjpju +
∑

j∈N(ℓ)\S
πjpjℓ.

This gives  ∑
j∈N(ℓ)

pℓj

πℓ ≤
∑
j∈S

δ2πℓpjℓ +
∑

j∈N(ℓ)\S
πℓpjℓ.
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Utilizing Assumption 1, we obtain
δd̃ ≤ δ2|S|+ (d̃− |S|).

The above inequality implies |S| ≤ d̃(1−δ)
(1−δ2) . Define L = N(ℓ) \ S and therefore we have

|L| ≥ d̃− d̃(1− δ)

1− δ2
= d̃

(
1− 1− δ

1− δ2

)
= d̃

δ − δ2

1− δ2
=

δd̃

1 + δ
.

Now we consider two cases.
Case 1: Assume |N(s) ∩ L| ≥ δ2d̃/(1 + δ). In this case, using the detailed balance equation we obtain ∑

j∈N(s)

psj

πs =
∑

j∈N(s)

πjpjs ≥
∑

j∈N(s)∩L
πjpjs ≥ δ2πl ×

δ

1 + δ
× |N(s) ∩ L|

≥ δ5πld̃

(1 + δ)2
.

The left-hand side is upper bounded by ∑
j∈N(s)

psjπs ≤
d̃

1 + δ
πs.

Thus, the two equations together give

πs ≥
δ5πℓ

1 + δ
.

Thus, we have a bound on the principal ratio as 1+δ
δ5 .

Case 2: Now we assume |N(s)∩L| ≤ δ2d̃
(1+δ) . Define the set L′ = L\N(s). Then, in this case, we have |L′| ≥ (1−δ)δd̃

(1+δ) .
Now, defining E1 = E(L′, N(s)) utilizing the property |E(S, T )| ≥ a|S||T | we obtain

|E1| = |E(L′, N(s))| ≥ a

(
(1− δ)δd̃

(1 + δ)

)
d̃.

Using the detailed balance equation for πs, we have ∑
j∈N(s)

psj

πs =
∑

j∈N(s)

πjpjs.

This gives

πs ≥
δ

d̃

∑
j∈N(s)

πj =
δ

d̃

∑
j∈N(s)

∑
k∈N(j)

πkpkj∑
k∈N(j) pjk

≥ δ

d̃

∑
(j,k)∈E1

δ2πℓ ×
δ

d̃
=

δ4πℓ

d̃2
|E1| ≥ aδ5

1− δ

1 + δ(
+ δ).

Thus, we get a bounded principal ratio of (1 + δ)/(a(1− δ)δ5).

C. Additional Details on Properties of (n, d̃, λ2(G))-Expander Graphs

This appendix provides supporting details on the expansion properties of (n, d̃, λ2(G))-expanders, including existence
results and verification of assumptions in Proposition 6 and Assumption 2.

For simplicity, we present a single construction of a (n, d̃ = n/2, λ2(G))-expander with λ2(G) ≤ 0.7d̃. Nonetheless,
multiple constructions are expected to exist, analogous to “optimal" expanders like Ramanujan graphs, which achieve
λ2(G) = 2

√
d̃− 1. We construct a family of (n, d = n/2, λ2(G)) expanders, where n = 4m, m ∈ N. Let G be a

graph on n vertices, where each vertex i is connected to its n/4 = m neighbors in a cyclic manner. The graph G is
n/2-regular. The adjacency matrix of G is a circulant matrix with the first row given by:

(0, 1, 1, . . . , 1︸ ︷︷ ︸
m

, 0, 0, . . . , 0︸ ︷︷ ︸
2m−1

, 1, 1, . . . , 1︸ ︷︷ ︸
m

).

The second largest absolute eigenvalue λ2(G) for this graph is known to be

λ2(G) = max
l∈[n−1]

m∑
j=1

2 cos

(
2πjl

n

)
. (98)
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A trignometric calculation shows that λ2(G) ≤ 0.7d̃. Thus, G is an (n, d̃ = n/2, λ2(G) ≤ 0.7d̃)-expander graph.
To show that a (n, d̃, λ2(G)) expander with d̃ = νn and λ2(G) ≤ (1− ν̃)d̃ implies the assumption in Proposition 6,

we utilize the expander mixing lemma in [83, Theorem 1], which by a simple calculation yields

|E(S, T )| ≥ (d̃− λ2(G))
n

|S||T |. (99)

This yields the bound a ≥ (1 − ν)ν̃ on a in Proposition 6. Now to show Assumption 2 holds for this expander, we
substitute T = Sc in (99) and which by a simple argument gives

ϕ̃(G) ≥ (d̃− λ2(G))
2

≥ ν̃d̃

2
. (100)

Using (16), this gives ξ ≥ δ6

c̃(a)(1+δ) ν̃, where c̃(a) is the constant in Proposition 6.

D. Proof of Proposition 8

The proof immediately follows by utilizing Theorem 5, and an application of triangle inequality, giving us the
following bounds on ∥π∥∞, π∗

min ≜ mini∈[n] π
∗
i as:

∥π∥∞ ≤ (1 +

√
c10
cp

)∥π∗∥∞, (101)

πmin ≥ π∗
min −

√
c10
cp

∥π∗∥∞
ζ

≥ π∗
min −

√
c10
cp

π∗
min

δ2
, (102)

where ζ follows since the principal ratio for π∗ is upper bounded by 1/δ2 by Proposition 5. Therefore, we can upper
bound the principal ratio for a large enough constant cp as

∥π∥∞
πmin

≤ (1 +
√
c10/cp)∥π∗∥∞

(1−
√
c10/(δ4cp))π∗

min

≤ (1 +
√

c10/cp)

(1−
√
c10/(δ4cp))δ2

. (103)

Hence, in the above condition np ≥ 2c10 logn
δ4 suffices to obtain a bounded principal ratio for π.

APPENDIX B
ℓ∞-ERROR BOUNDS UNDER SUB-SAMPLING

In this section, we will provide a proof for Theorem 5. For brevity, we will refer to the scenarios in Theorem 5 as
the sub-sampled case. Recall that, in the sub-sampled case, S∗ and S are defined as

S∗
ij ≜


p∗
ij

3n , i ̸= j

1− 1
3n

n∑
u=1

p∗iu, i = j
, Sij ≜


p∗
ij1(i,j)∈E

d , i ̸= j

1− 1
d

n∑
u=1

p∗iu1(i,u)∈E , i = j
.

Moreover, in the sub-sampled case, we use d = 3np and we use the notation dmax = 3np
2 , dmin = np

2 to denote the
maximum degree in the high probability sense (see Proposition 7). On the event A0 in Proposition 7, S is a valid row
stochastic matrix and therefore π exists.

A. Proof of Theorem 5

In the following section, we will provide a unified proof of Theorem 5. Since π and π∗ are stationary distribution
of S and S∗, we can write the ith entry as

πT
i − π∗T

i = (πTS)i − (π∗T

S∗)i = (π∗T

(S − S∗))i + ((π − π∗)TS)i

=

n∑
j=1

π∗
j (Sji − S∗

ji)︸ ︷︷ ︸
L1

+(πi − π∗
i )Sii︸ ︷︷ ︸

L2

+
∑
j:j ̸=i

(
πj − π∗

j

)
Sji︸ ︷︷ ︸

L3

.

In the following two lemmata, we will show that in sub-sampled models the L1 term is bounded as O
(
∥π∥∞

√
logn
np

)
,

with high probability. The precise statement is provided below.
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Lemma 10 (L1 in Sub-sampled Mode). For the setting of Theorem 5, assume that the sampling probability satisfies
np ≥ log n, then there exists a constant c such that

P

∃ i ∈ [n],

n∑
j=1

π∗
j (Sji − S∗

ji) ≥ c∥π∥∞

√
log n

np

 ≤ O

(
1

n3

)
.

The proof of Lemma 10 is provided in Appendix B-B. Now we focus on the second term L2 = (πi − π∗
i )Sii.

Observe that,

Sii = 1− 1

d

∑
j:j ̸=i
(i,j)∈E

pij ≤ 1−
(

δ

1 + δ

)
dmin

d
.

By Proposition 7 we know that dmin ≥ np
2 . Therefore, on the event A0, we have

|(πi − π∗
i )Sii| ≤

(
1− δ

6(1 + δ)

)
|πi − π∗

i |. (104)

Next, we aim to establish an upper bound for the third term L3. However, due to the interdependence between π and
S, finding a tight bound on this term becomes challenging. To address this, we employ a leave-one-out strategy as in
[11] to disentangle the dependence so as to obtain tighter bounds. Therefore, we introduce a new canonical Markov
matrix Sm for m ∈ [n] with its (i, j)th entry for i ̸= j defined as

(Sm)ij ≜

{
Sij , i ̸= m and j ̸= m
p∗
ij

3n , i = m or j = m
,

i.e., (Sm)ij is the same as (S∗)ij when i = m or j = m. Also, we define (Sm)ii = 1−∑j,j ̸=i(S
m)ij . Note that on

the event A0, Sm is also a row-stochastic matrix. Let πm be the stationary distribution of Sm. Now, we decompose
the term L3 as ∑

j:j ̸=m

(
πj − π∗

j

)
Sjm =

∑
j:j ̸=m

(
πj − πm

j

)
Sjm︸ ︷︷ ︸

L3,1

+
∑

j:j ̸=m

(
πm
j − π∗

j

)
Sjm︸ ︷︷ ︸

L3,2

.

Bounding L3,1: First, we will bound the term L3,1 using the Cauchy-Schwarz inequality as∑
j:j ̸=i

(
πj − πm

j

)
Sjm ≤ 1

d

√
dmax∥π − πm∥2 =

1√
6np

∥π − πm∥2.

The following two lemmata provide a bound on the ℓ2-error for the leave-one-out version of the stationary distribution.

Lemma 11 (Error Bound for Sub-sampled Case). There exists constant c0 > 1 such that for np ≥ c0 log n, the
following bound holds with probability at least 1−O(n−3),

∥πm − π∥2 ≤ ∥π − π∗∥∞ + ∥π∗∥∞. (105)

The proof of Lemma 11 is provided in Appendix B-C.
Bounding L3,2: To bound the term L3,2, we define the graph G−m as the graph G without the mth node. We will

use the following identity to bound |L3|
|L3,2| ≤ |L3,2 − E[L3,2 | G−m]|+ |E[L3,2 | G−m]|.

Observe that E[Sm
jm|G−m] = S∗

ij . Therefore, we get the following bound on |L3,2|

|E[L3,2 | G−m]| =
∑

j:j ̸=m

(
πm
j − π∗

j

)
S∗
ij ≤ ∥πm − π∗∥2

√
n

3n

≤ 1

3
√
n
(∥πm − π∥2 + ∥π − π∗∥2).

(106)

The bounds for the first term ∥πm − π∥2 have been derived in Lemma 11 and the error bounds for second term
∥π − π∗∥2, are provided below in the ensuing lemma.
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Lemma 12 (ℓ2-Error Bounds for Sub-sampled Distribution). There exists constants c̃, c0 > 1 such that for np ≥ c0 log n,
the following bound holds with probability at least 1−O(n−3),

∥π − π∗∥2 ≤ c̃
√
n∥π∗∥∞

√
log n

np
. (107)

The proof is provided in Appendix B-D. Now, it remains to bound the term |L3,2 − E[L3,2|G−m]|. To bound this
term, we employ Bernstein inequality [80], [84] as follows:

P(|L3,2 − E[L3,2|G−m]| ≥ t) = P
(∣∣∣∣ ∑

j:j ̸=m

(πm
j − π∗

j )(Smj − S∗
mj)

∣∣∣∣ ≥ t

)
= P

(∣∣∣∣ ∑
j:j ̸=m

(πm
j − π∗

j )
p∗mj

d
(1(m,j)∈E − p)

∣∣∣∣ ≥ t

)
≤ 2 exp

(
− t2/2

σ2 + rt
3

)
,

(108)

where σ2 =
(1−p)∥πm−π∗∥2

∞
9np and r = (1−p)∥πm−π∗∥∞

3np . Substituting, t = 5
3∥πm−π∗∥∞

√
logn
np we obtain the following

bound with probability at least 1−O(n−4)

|L3,2 − E[L3,2|G−m]| ≤ 5

3
∥πm − π∗∥∞

√
log n

np
.

Therefore, combining the above bound along with Lemma 11 and (106), we obtain the following bound on L3,2 in the
sub-sampled case.

|L3,2| ≤
5

3
∥πm − π∗∥∞

√
log n

np
+

1

3
√
n
(∥πm − π∥2 + ∥π − π∗∥2)

≤ 5

3
(∥πm − π∥2 + ∥π − π∗∥∞)

√
log n

np
+

1

3
√
n

(
∥π − π∗∥∞ + ∥π∗∥∞ + c̃

√
n∥π∗∥∞

√
log n

np

)

≤ 5

3
(2∥π − π∗∥∞ + ∥π∗∥∞)

√
log n

np
+

1

3
√
n

(
∥π − π∗∥∞ + ∥π∗∥∞ + c̃

√
n∥π∗∥∞

√
log n

np

)
. (109)

Finally, combining the bounds on L1 (see Lemma 10), L2 (see (104)), L3 (see (109)) together, we get the following
bound simultaneously for all m ∈ [n]:

|πi − π∗
i | ≤ c∥π∗∥∞

√
log n

np
+

(
1− δ

6(1 + δ)

)
|πi − π∗

i |+
5

3
(2∥π − π∗∥∞ + ∥π∗∥∞)

√
log n

np

+
1

3
√
n

(
∥π − π∗∥∞ + ∥π∗∥∞ + c̃

√
n∥π∗∥∞

√
log n

np

)
+

1√
6np

(∥π − π∗∥∞ + ∥π∗∥∞).

Rearranging the terms and taking maximum over i ∈ [n] gives

∥π−π∗∥∞
(

δ

6(1 + δ)
− 10

3

√
log n

np
− 1√

6np

)
≤ ∥π∗∥∞

(
c

√
log n

np
+
5

3

√
log n

np
+

1

3
√
n
+c̃

√
log n

np
+

1√
6np

)
. (110)

Thus, we have established the existence of a constant c9 such that for np ≥ c9 log n, the perturbation bound holds
∥π − π∗∥∞ ≤ ∥π∥∞O(

√
logn
np ). This proves Theorem 5.

B. Proof of Lemma 10

For any fixed i ∈ [n], the term L1 can be simplified as

L1 =

n∑
j=1

π∗
j (Sji − S∗

ji) =

n∑
j:j ̸=i

π∗
j

(
p∗ji1(i,j)∈E

d
−

p∗ji
3n

)
+ π∗

i

∑
j:j ̸=i

(
p∗ij
3n

−
p∗ij1(i,j)∈E

d

)
=
∑
j:j ̸=i

(
π∗
i p

∗
ij − π∗

j p
∗
ji

)
3n

(
1− 3n1(i,j)∈E

d

)
=
∑
j:j ̸=i

(
π∗
i p

∗
ij − π∗

j p
∗
ji

)
3n

(
1− 1(i,j)∈E

p

)
,
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where the last-step follows since d = 3np. Let σ̃ = maxi,j
∣∣π∗

i p
∗
ij − π∗

j p
∗
ji

∣∣, and for any fixed i, let

uj =

(
π∗
i p

∗
ij − π∗

j p
∗
ji

)
3n

(
1− 1(i,j)∈E

p

)
.

Now since each edge (i, j), for i > j is sampled uniformly, we can upper bound L1 by using Bernstein inequality as

P(|L1| > t) ≤ 2 exp

( −t2/2
σ̃2(1−p)

9np + σ̃(1−p)
9np t

)
.

This is because each of the terms uj is zero-mean and bounded, i.e., |uj | ≤ σ̃(1−p)
3np and variance bounded as

E[u2
j ] ≤

σ̃2

9n2
(1− p) +

σ̃2(1− p)2

9n2p
=

σ̃2(1− p)

9n2p
.

Substituting t = 5σ̃
3

√
logn
np , and using the fact that p ≥ logn

n

P

(
|L1| >

5σ̃

3

√
log n

np

)
≤ O

(
1

n4

)
,

Finally, the lemma follows as σ̃ ≤ ∥π∥∞ and by using a simple union bound argument.

C. Proof of Lemma 11

Since, πm and π are stationary distributions of Sm and S, therefore, an application of Lemma 1 gives

∥πm − π∥π∗−1 ≤

∥∥∥πmT

(Sm − S)
∥∥∥
π∗−1

1− ∥(Π∗)1/2S∗(Π∗)−1/2 −
√
π∗

√
π∗T∥2 − ∥S − S∗∥π∗−1

.

Since S∗ is the canonical Markov matrix corresponding to a complete graph, we get ∥S∗ − 1nπ
∗T∥π∗−1 ≤ 1− δ

6 by
Lemma 3. We provide a high probability upper bound on ∥S − S∗∥π∗−1 in the subsampled scenario in Lemma 13.
Combining these two bounds, we obtain that the denominator term is lower bounded by δ/12. Now, it remains to
bound ∥πmT

(Sm − S∗)∥π∗−1 . For j ̸= m, the jth entry of πmT

(Sm − S) is given by[
πmT

(Sm − S)
]
j
= πm

j

(
Sm
jj − Sjj

)
+ πm

m

(
Sm
mj − Smj

)
= −πm

j

(
Sm
jm − Sjm

)
+ πm

m

(
Sm
mj − Smj

)
.

Observe that for j ̸= m,
∣∣Sm

jm − Sjm

∣∣ ≤ 1−p
3np if (j,m) ∈ E and

∣∣Sm
jm − S∗

jm

∣∣ ≤ 1
3n if (j,m) /∈ E , we have∣∣∣∣[πmT

(Sm − S∗)
]
j

∣∣∣∣ ≤
{

2(1−p)
3np ∥πm∥∞, if (j,m) ∈ E ,
2
3n∥πm∥∞, otherwise.

(111)

Similarly for j = m, we get∣∣∣∣[πmT

(Sm − S)]m

∣∣∣∣ ≤ |πm
m(Sm

mm − Smm)|+

∣∣∣∣∣∣
∑

j:j ̸=m

πm
j

(
Sm
jm − Sjm

)∣∣∣∣∣∣
=

∣∣∣∣ ∑
j:j ̸=m

πm
m

(
Sm
mj − Smj

)
︸ ︷︷ ︸

ζ1

∣∣∣∣+ ∣∣∣∣ ∑
j:j ̸=m

πm
j

(
Sm
jm − Sjm

)
︸ ︷︷ ︸

ζ2

∣∣∣∣.
Observe that E[Smj ] = Sm

mj , and moreover, Sm
mj − Smj =

pmj

d

(
p− 1(m,j)∈E

)
, and thus by Bernstein inequality, we

get

P(|ζ1| ≥ t) ≤ 2 exp

(
− t2/2

(1−p)∥πm∥2
∞

9np + (1−p)∥πm∥∞
3np

t
3

)
.
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Substituting t = 5
3

√
logn
np ∥πm∥∞ gives (for np ≥ log n)

P
(
|ζ1| ≥

5

3

√
log n

np
∥πm∥∞

)
≤ O

(
1

n4

)
,

where in the last step, we have utilized the fact that np ≥ log n. Using the same technique, we can obtain a similar
bound for ζ2. Now using (111) and bounds on ζ1 and ζ2 to upper bound ∥πmT

(Sm − S)∥2 gives

∥πm − π∥2 ≤ 12

δ2

(
10

3

√
log n

np
+

2
√
dmax

3np
+

2
√
n

3n

)
∥πm∥∞.

Since dmax = 3np/2, for np ≥ c0 log n and constant c0 large enough we get

∥πm − π∥2 ≤ 1

2
∥πm∥∞.

An application of triangle inequality gives

∥πm − π∥2 ≤ 1

2
∥πm − π∥2 +

1

2
∥π − π∗∥∞ +

1

2
∥π∗∥∞.

Rearranging the terms completes the proof.

D. Proof of Lemma 12

An application of Lemma 1 gives

∥π − π∗∥π∗−1 ≤ ∥π∗T

(S − S∗)∥π∗−1

1− ∥Π∗1/2S∗Π∗−1/2 −
√
π∗√π∗T∥2 − ∥S − S∗∥π∗−1

.

Utilizing Lemma 13 and using the same argument as in Appendix B-C yields, we obtain

∥π − π∗∥2 ≤ 12

δ2
∥π∗T

(S − S∗)∥2.

Now, it remains to bound ∥π∗T

(S − S∗)∥2. An application of triangle inequality yields

∥π∗T

(S − S∗)∥2 ≤ ∥π∗T

D∥2 + ∥π∗T

(S0 − S∗
0 )∥2, (112)

where D is a diagonal matrix with Dii = Sii − S∗
ii and S0, S

∗
0 are the same matrices S, S∗ but with diagonal entries

set to 0. Observe that
(π∗T

D)i = π∗
i (Sii − S∗

ii) = π∗
i

1

d

∑
j:j ̸=i

p∗ij(p− 1(i,j)∈E).

An application of Bernstein inequality gives

P(|(π∗T

D)i| ≥ t) ≤ 2 exp

(
− −t2/2

∥π∥2
∞

9np + ∥π∥∞
3np

t
3

)
.

Substituting t = 5
3∥π∗∥∞

√
logn
np , we obtain

P
(
∥π∗T

D∥∞ ≥ 5

3
∥π∗∥∞

√
log n

np

)
≤ O

(
1

n3

)
.

Therefore, with probability at least 1 − O(n−3), we have ∥π∗T

D∥2 ≤ √
n∥π∗∥∞. Applying the same technique to

(π∗T

(S0 − S∗
0 ))i yields a similar high probability bound, and thus (112) completes the proof.
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E. Error Bound on Specral Norm under Sub-sampling

Lemma 13 (Specral Norm Sub-sampling Bound). For the setting of Theorem 5, there exists a constant c > 1 such
that for np ≥ c log n, the following bound holds:

∥S − S∗∥π∗−1 ≤
√

∥π∗∥∞
π∗
min

∥S − S∗∥2 ≤ δ

12
,

with probability at least 1−O(n−3).

Proof. Note that, as the stationary distribution π∗ corresponds to a complete graph, its principal ratio is bounded by
1/δ2 as established in Proposition 5. Consequently, we have

∥S − S∗∥π∗ ≤
√

∥π∗∥∞
π∗
min

∥S − S∗∥2 ≤ 1

δ
∥S − S∗∥2.

In order to bound ∥S − S∗∥2 we will decompose it as

∥S − S∗∥2 ≤ ∥S̃ − S̃∗∥2 + ∥D∥2,
where D is a diagonal matrix such that Dii = (S − S∗)ii and S̃, S̃∗ are the same as S, S∗ but with diagonal enteries
set to 0. Now, observe that

Dii =
1

3n

∑
j:j ̸=i

p∗ij

(
1− 1(i,j)∈E

p

)
.

Therefore, by Bernstein inequality, we get

P(|Dii| > t) ≤ 2 exp

(
− t2/2

1
9np + (1−p)t

9np

)
.

Using the fact that np ≥ log n and substituting t = 5
3

√
logn
np and using a simple union bound argument, we obtain the

following bound with probability at least 1−O(n−3),

∥D∥2 ≤ 5

3

√
log n

np
.

For, np ≥ ( 40δ2 )
2 log n, we have that ∥D∥2 ≤ δ2

24 . Now to bound the term ∥S̃ − S̃∗∥2, we will invoke [85, Theorem
6.3] to obtain that for np ≥ 3 log n, there exists a constant c0 such that we have the following bound with probability
at least 1−O(n−3),

∥S̃∗ − S̃∥2 ≤
√

3c0 log n

np
.

Now for np ≥ (1728c0/δ
2) log n, we obtain that ∥S̃∗ − S̃∥2 ≤ δ2

24 , thus proving the theorem.

APPENDIX C
PROOF OF LEMMA 6

An application of Lemma 1 yields

∥π̂ − π∥π−1 ≤ ∥πT(Ŝ − S)∥π−1

1− ∥Π1/2SΠ−1/2 −√
π
√
π
T∥2 − ∥Ŝ − S∥π−1

∗

.

Utilizing Corollary 1, we get

∥π̂ − π∥2 ≤ 8

ξ2

√
∥π∥∞
πmin

∥πT(Ŝ − S)∥2.
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By Assumption 4, we know that the principal ratio of π is bounded as it is the stationary distribution corresponding
to a complete graph. Now, it remains to bound ∥πT(Ŝ − S)∥2. Consider the ith coordinate of πT(Ŝ − S):(

πT
(
Ŝ − S

))
i
= πi

(
Ŝii − Sii

)
+
∑
j ̸=i

πj

(
Ŝji − Sji

)
= −πi

1

d

∑
j ̸=i

(p̂ij − pij)︸ ︷︷ ︸
ζ1,i

+
1

d

∑
j ̸=i

πj(p̂ij − pij)︸ ︷︷ ︸
ζ2,i

.

Observe that each of ζ1,i (or ζ2,i) is a sum of atmost kdmax independent zero-mean random variables different ζ1,i (or
ζ2,i) are independent of one another. Moreover using Hoeffding’s inequality, we can show that either of ζ1,i or ζ2,i are
sub-Gaussian as

∀ i ∈ [n],P(|ζ1,i| ≥ t) ≤ 2 exp

(
− 2t2

1
(kd)2 dmaxk∥π∥2∞

)
.

Hence ζ1,i (or ζ2,i) can be treated as a sub-Gaussian random variable with variance proxy σ2 =
∥π∥2

∞
8kdmax

. Now, we
rewrite ∥πT(Ŝ − S)∥22 as

∥πT(Ŝ − S)∥22 =

n∑
i=1

(πT(Ŝ − S))2i ≤ 2

n∑
i=1

ζ21,i + ζ22,i,

which is a sum of squares form of a sub-Gaussian vector. Therefore, E[∥πT(Ŝ − S)∥22] ≤ 4nσ2. To find a high
probability bound, we utilize the Hanson-Wright inequality [82, Theorem 1.1] to obtain the following bound for some
constant c > 0:

P

(
n∑

i=1

ζ21,i + ζ22,i − E[ζ21,i + ζ22,i] ≥ t

)
≤ P

(
n∑

i=1

ζ21,i − E[ζ21,i] ≥
t

2

)
+ P

(
n∑

i=1

ζ22,i − E[ζ22,i] ≥
t

2

)

≤ 2 exp

(
−cmin

{
t2

nσ4
,
t

σ2

})
.

Substituting t = O(σ2
√
n log n), and a simple calculation yields that with probability at least 1−O

(
n−4

)
,

∥πT(Ŝ − S)∥22 ≤ E
[
∥πT(Ŝ − S)∥22

]
+ c̃σ2

√
n log n ≤ ĉnσ2 ≤ ĉn

8kdmax
∥π∥2∞ ≤ O

(
1

kdmax
∥π∥22

)
.

This completes the proof.

APPENDIX D
IMPROVED BOUNDS ON THE SPECTRAL NORM

The ensuing lemmata present bounds on the spectral norm of the error matrix for the estimation of mean and squared
mean.

Lemma 14 (Spectral Norm of Estimation Error for Mean). Let A ∈ Rn×n be matrix such that Aij ∼ Bin(pij , k) for
every (i, j) ∈ E such that i ̸= j and 0 otherwise. Define a matrix Â such that Âij = 1

kAij − pij for every (i, j) ∈ E
such that i ̸= j and 0 otherwise. Then, there exists a constant c > 0 such that we have

P

(
∥Â∥2 ≥

√
dmax

k
+ c

(
d
1/4
max√
4k

(log n)3/4 +

√
t

4k
+

dmax
1/3

(2k)2/3
t2/3 +

t

k

))
≤ 4ne−t.

Lemma 15 (Spectral Norm of Estimation Error for Squared Mean). Let Z ∈ Rn×n be matrix such that Zij ∼ Bin(pij , k)
for every (i, j) ∈ E for i ̸= j and 0 otherwise. Define a matrix Ŷ such that Ŷij =

Zij(Zij−1)
k(k−1) for every (i, j) ∈ E for

i ̸= j and 0 otherwise. Then, there exists a constant c > 0 such that we have

P

(
∥Ŷ − E[Y ]∥2 ≥

√
24dmax

k
+ c

(
d
1/4
max√
k

(log n)3/4 +

√
6t

k
+

dmax
1/3

(k)1/3
t2/3 + t

))
≤ 4ne−t.

The proofs of Lemma 14 and Lemma 15 are provided in Appendix D-A and Appendix D-B, respectively. The proofs
of both the lemmata are based on the ensuing proposition from [81].
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Proposition 10 (Spectral Norm Bound [81, Corollary 2.15]). Let Y =
∑d

i=1 Zi, where Z1, . . . , Zn are independent
(possibly non-self-adjoint) n× n random matrices with E[Zi] = 0. Then, there exists a constant c > 0 such that

P
(
∥Y ∥ ≥ ∥E[Y TY ]∥

1
2
2 +∥E[Y Y T]∥

1
2
2 + c(ν(Y )

1
2 σ̂(Y )

1
2 (log n)

3
4 + σ̂∗(Y )t

1
2 +R(Y )

1
3 σ̂(Y )

2
3 t

2
3 +R(Y )t)

)
≤ 4ne−t

(113)
for all t ≥ 0. Here, σ̂(Y ), σ̂∗(Y ), ν(Y ), R(Y ) are defined as

σ̂(Y ) ≜ max
(∥∥E[Y TY ]

∥∥ 1
2

2
,
∥∥E[Y Y T]

∥∥ 1
2

2

)
,

σ̂∗(Y ) ≜ sup
∥v∥2=∥w∥2=1

E
[
|vT(Y − E[Y ])w|2

] 1
2 ,

ν(Y ) ≜ ∥ cov(Y )∥
1
2
2 ,

R(Y ) ≜

∣∣∣∣∣∣∣∣∣∣∣∣ max
1≤i≤n

∥Zi∥2
∣∣∣∣∣∣∣∣∣∣∣∣

∞
,

(114)

where cov(Y ) ∈ Rn2×n2

such that cov(Y )ij,kl = E[YijYkl], and |||M |||∞ denotes the essential supremum of the random
variable |M |.

A. Proof of Lemma 14

For (i, j) ∈ E and i ̸= j, we write Âij as sum of k independent Bernoulli random variables Zm,ij ∼ Bernoulli(pij)
as

Âij =
1

k

k∑
m=1

(Zm,ij − pij).

Define a matrix V ij,m =
Zm,ij−pij

k eie
T
j for (i, j) ∈ E and m ∈ [k]. Then

Â =
∑

(i,j)∈E
i̸=j

k∑
m=1

V ij,m.

Next, in order to apply Proposition 10 on Â, we need to calculate parameters σ̂(Â), σ̂∗(Â), ν(Â), R(Â). Note that each
entry of Aij is independent of one another. Therefore, for i ̸= j, E[(ÂTÂ])ij ] = 0. Moreover, we have

E[(ÂTÂ)jj ] =
∑

i:(i,j)∈E
i ̸=j

E[(Âij)
2] =

∑
i:(i,j)∈E

i̸=j

pij(1− pij)

k
.

Similarly, one can show that E[(ÂÂT)jj ] is also a diagonal matrix with diagonal entries given by

E[(ÂÂT)ii] =
∑

j:(i,j)∈E
i ̸=j

E[(Âij)
2] =

∑
j:(i,j)∈ε

i ̸=j

pij(1− pij)

k
.

Therefore, both E[ÂTÂ] and E[ÂÂT] are diagonal matrices with diagonal entries bound above by dmax

4k . Therefore

σ̂(Â) ≤
√

dmax

4k . Now we will bound σ̂∗(Â). For a fixed v, w ∈ Rn, we have

E[|uTÂw|2] = E
[∣∣∣∣ ∑

(i,j)∈E
i ̸=j

Âijviwi

∣∣∣∣2] = ∑
(i,j)∈E
i̸=j

v2iw
2
jE[Â2

ij ] =
∑

(i,j)∈E
i ̸=j

v2iw
2
j

pij(1− pij)

k
.

Taking supremum on both sides with respect to v and w such that ∥v∥2 = 1 and ∥w∥2 = 1 gives σ̂∗(Â) ≤
√

1
4k . Also

cov(Â) ∈ Rn2×n2

is a diagonal matrix with its diagonal entries cov(P̂ − P )ij,ij given by

cov(Â)ij,ij =
pij(1− pij)

k
, if (i, j) ∈ E ,

and 0 otherwise. Therefore, ν(Â) ≤ 1√
4k

. Finally, R(Â) ≤ 1
k as

∣∣V ij,m
∣∣ ≤ 1

k . Substituting, the above bounds in (113)
proves the lemma.
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B. Proof of Lemma 15

Define V̂ ij = (Ŷij − p2ij)eie
T
j and therfore we can decompose Ŷ − E[Ŷ ] in terms of V̂ ij as

Ŷ − E[Ŷ ] =
∑

i:(i,j)∈E
i ̸=j

V̂ ij .

Next we will apply Proposition 10 on the V̂ ij , but first we need to calculate parameters σ̂(Ŷ − E[Ŷ ]). Using the
same reasoning as in the proof of Lemma 14, for i ̸= j and (i, j) ∈ E , we have E[((Ŷ − E[Ŷ ])T(Ŷ − E[Ŷ ]))ij ] = 0.
Moreover,

E[((Ŷ − E[Ŷ ])T(Ŷ − E[Ŷ ]))jj ] =
∑

i:(i,j)∈E
i̸=j

E
[(

Ŷij − p2ij

)2]

=
∑

i:(i,j)∈E
i ̸=j

−2(2k − 3)p4ij + 4(k − 2)p3ij + 2p2ij
k(k − 1)

≤ 6dmax

k

Therefore, we obtain

σ̂(Ŷ − E[Ŷ ]) ≤
√

6dmax

k
.

Similarly, using the same reasoning as in proof of Lemma 14 we can show that

σ̂∗(Ŷ − E[Ŷ ]) ≤
√

6

k
and ν(Ŷ − E[Ŷ ]) ≤

√
6

k
,R(Ŷ − E[Ŷ ]) ≤ 1.

Therefore, the proof follows by plugging in the bounds into (113).
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